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2-BL's Setup

I BL1 Setup: Low Resolution BL Reθ = 1100− 3130
I Step 4: Run the di�erent Lz extensions with ∆z

+ ≈ 5.68
I Case 1: Lz = 5.80 · 2π: 2561x360x1024 DONE
I Case 2: Lz = 8.70 · 2π: 2561x360x1536 DONE
I Case 3: Lz = 13.00 · 2π: 2561x360x2304 RUNNING =⇒
DONE

I Case 4: Lz = 18.54 · 2π: 2561x360x2881 QUEUED DONE
I Case 4: RUN FOR 1.7 WASH-OUT by now

I Step 4: Run the Lx extensions up to Reθ = 3130. PENDING
I Final Grid: 4097x386x2881



2-BL's Setup: Friction Coe�cient
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2-BL's Setup: Shape Factor
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2-BL's Setup: Stresses for the 3th Image
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2-BL's Setup: Stresses for the 3th Image
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Figura: Inner Scaling. Reθ = 2000



2-BL's Setup: Stresses for the 3th Image
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Figura: Outer Y scaling. Reθ = 2000



2-BL's Setup

I BL2 Setup: Low Resolution BL Reθ = 2800− 6250
I Step 2: Extend in Lz and Impose pro�les:

I Extend Lz = 14.07 · 2π ⇒ Lz = 18.54 · 2π DONE
I Impose pro�les over the entire box for the �rst 250 steps of

2500 steps DONE
I Keep imposing pro�les over 1.5 Eddy-turn-over approx: 1850

of 7681 points DISCARDED

I Step 3: Run the Case on 4096 Nodes QUEUED DONE
I Already Run 7500 steps. 31% WASH-OUT

I Step 4: Interpolate to High Resolution:
I Final Grid: 15361x711x2730 PENDING
I Runs on ≈ 25.5 sec in 7.5k Nodes



2-BL's Setup: Friction Coe�cient
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2-BL's Setup: Shape Factor
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2-BL's Setup: Stresses
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DATA TRANSFER

I I have already contacted DELFINO, TACC SUPPORT &
INTREPID SUPPORT

I Manuel Del�no: STILL Awaiting for his reply (How to
e�ciently move �les to Spain)

I TACC support: Trying to GET the GridFTP certi�cates in
their machines DONE

I They have all the ANL Certi�cates an my "Distinguished
name Certi�cate" (DN)

I Waiting to GET GRIDFTP privileges at TACC

I INTREPID support: Trying to get Permission to execute
BBCP

I They have install in INTREPID the last BBCP version.
Working very good



DATA TRANSFER

I Transfer Rates:
I Intrepid =⇒ TACC: Average 75 Mb/sec
I Intrepid =⇒ Wamba: Average 4.8 Mb/sec

I Basic BBCP sintax:
I -z Inverse Protocol; -s Number of Threads; -P sec progress

messages every sec seconds

I Time stimation to transfer BG images: 520 Gb each
I To TACC: 2 hours at 75 Mb/sec
I To WAMBA: 30 hours at 4.8 Mb/sec



DATA TRANSFER: 660 Mb File

I INTREPID =⇒ TACC transfer (To Ranger):

I Elapsed Time: Around 15 sec



DATA TRANSFER: 660 Mb File

I INTREPID =⇒ WAMBA transfer:
I Elapsed Time: Around 2 min 20 sec



DATA TRANSFER: Where the conection are done?

I Wamba & Intrepid are under �rewalls: Reject direct ORIGIN

⇒ DESTINATION connections to port 5031

I With Inverse Protocol: Connection to port 22 (like ssh) at

Origin

I Use DATA TRANSFER NODES at Intrepid:

gs2.intrepid.alcf.anl.gov



DATA TRANSFER: Where the conection are done?

I OPEN CONNECTION using Inverse Protocol
I First: Wamba connect to Data Transer Node using port 22
I Finally: Data Transer Node connect to Login Node



DATA TRANSFER: Where the conection are done?

I CLOSE CONNECTION using Direct Protocol
I Login Node connect to Data Transer Node
I Data Transer Node TRY to connect to Wamba port 5031
I Wamba try to listen for port 5031 which is closed by the

FIREWALL


