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Abstract

The goal of this paper is to provide a perspective on the current status and future directions for active flow-control

technology with particular emphasis on oscillatory control. This is not a comprehensive review of the literature; rather,

certain issues that are often neglected in studies are highlighted showing their importance or impact on the reported

observations and targeted outcomes. Feasible routes using flow instability as an efficiency enhancement tool are

discussed as an emerging means to explain the physical phenomena of active flow-control and as a tool for control law

design and development. Traditional and more recent theoretical approaches to control design are discussed and

recommendations are made relevant to numerical complications on the route to design oscillatory flow-control systems.

A generic flow control process is put forward and illustrated using experimental examples.

r 2004 Elsevier Ltd. All rights reserved.
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Nomenclature

A amplitude

A;B;C ;D state-space matrices

c chord length

cm steady momentum coefficient

Cd sectional drag coefficient

Cl sectional lift coefficient

Cp mean pressure coefficient

C0
p root-mean-squared pressure coefficient

Cm oscillatory momentum coefficient: Cm � j0=J

D diameter

d drag

Dt time step

e error vector

f e frequency of oscillator

f ðxÞ spatial distribution for suction/blowing

F:M: figure of merit (see Eq. (10) )

Fþ reduced frequency: Fþ � f eX=U1

H slot width or excitation momentum thickness

H Hardy space

kc feedback gain

K feedback kernel

î, ĵ, k̂ unit vectors in x, y, and z directions

j0 oscillatory momentum due to excitation,

rðu0Þ2H
J reference momentum condition, 1

2
ðrU2

1Þ

k–o turbulence model

l smallest length scale

L largest length scale

Lz spanwise periodic length scale

L state estimation feedback matrix

M Mach number

P power provided to actuators

r calibration control

R Reynolds number

Rt Turbulence Reynolds number, Rt � utd=n
t smallest time scale or time

T largest time scale or optimization interval

Ti integral time

Td rate time

u smallest velocity scale or streamwise pertur-

bation velocity

ut friction velocity, ut �
ffiffiffiffiffiffiffiffiffiffi
tw=r

p
u control vector

U largest velocity scale

U1 free-stream velocity

v velocity vector

v normal velocity

w spanwise velocity

w disturbance vector

x state vector

x;X streamwise coordinate

y normal coordinate

y measurement vector

z spanwise coordinate

a angle of attack

f angle of injection

o frequency (non-dimensional)

n kinematic viscosity

r density

tw average wall shear-stress

Subscripts

d drag

c chord

l lift

s sensing plane

w wall

z spanwise

t shear stress

1 infinity

Superscripts

þ wall variables (inner scaling)

Acronyms

2D two dimensional

3D three dimensional

AFC active flow control

BL boundary layer

CFD computational fluid dynamics

dB decibel

DES detached eddy simulation

DNS direct numerical simulation

EFD experimental fluid dynamics

EVP eigenvalue problem

KH Kelvin–Helmholtz (instability)

IMC internal model control

LQG linear-quadratic Gaussian

LPF low pass filtered

LTR loop transfer recovery

LST linear stability theory

LES large eddy simulation

MAV micro air vehicle

MEMS micro-electrical mechanical system

NACA National Advisory Committee on Aeronau-

tics

OSE Orr–Sommerfeld equation

PC personal computer

PI proportional-integral (control)

PID proportional-integral-derivative (control)

POD proper orthogonal decomposition

PSE parabolized stability equations

QA quality assurance
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R&D research and development

RANS Reynolds averaged Navier–Stokes

RHS right-hand side

RMS root mean square

ROM reduced-order model

SGS sub-grid scale

TAU Tel-Aviv University

TBL turbulent boundary layer

TKE turbulent kinetic energy

TRL technology readiness level

TS Tollmien–Schlichting (instability)

UAV unmanned air vehicle
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1. Introduction

Active flow-control (AFC) is a fast growing multi-

disciplinary science and technology thrust aimed at

altering a natural flow state or development path into a

more desired state (or path). Flow control research dates

back to the discovery of the boundary layer by Prandtl

[1] at the turn of the 20th century. In the period leading

up to and during World War II, as well as in the cold

war era, flow control was extensively studied and

applied, although primarily to military-related flow

systems. A comprehensive review and analysis was

provided by Lachman [2] and more recently by Gad-

el-Hak et al. [3], Gad-el-Hak [4]. All known flow control

efforts preceding the pioneering work of Schubauer and

Skramstad [5] used steady-state tools and mechanisms

for flow management. These are of inherently marginal

power efficiency, and therefore limited the implementa-

tion of the resulting systems in operational applications.

Unsteady flow control using periodic excitation that

exploits natural flow instability phenomena (such as

control of flow separation [6]) has the potential of

overcoming the efficiency barrier (see Section 5). As an

example, Seifert et al. [7] showed that separation control

using periodic addition of momentum, at a reduced

frequency slightly higher than the natural vortex

shedding frequency, can save 90–99% of the momentum

required to obtain similar gains in performance using

steady blowing. The later utilizes the well-known

Coanda [8] effect.

The feasibility of increasing the efficiency and

simplifying fluid related systems (e.g. high-lift systems)

is very appealing if one considers that a 1 percent saving

in world consumption of jet fuel is worth about 1.25

million dollars a day of direct operating costs (in 2002).

Likewise, such fuel savings would lead to reduced

environmental impact, although such environmental

effects are difficult to quantify. The progress in system

integration, miniaturization, actuators, sensors and

computational techniques enables the utilization of

fast-responding, unsteady, flow-control methods into a

closed-loop system. However promising the technology

might look, significant barriers exist between the

capabilities available to the technologist and the

successful application. Comprehensive experiments are

required to close the gaps between theory, computa-

tions, and real-world applications. These experiments

are time consuming and expensive and in many

occasions do not produce expected nor repeatable

results. Furthermore, progress is achieved frequently
by innovation, experience and sheer luck (this is why

AFC is sometimes referred to as ‘‘The ART of Flow

Control’’). The theory of AFC is of limited scope due to

the inherently nonlinear nature of the leading physical

processes. Still, significant insight can be gained by

considering linear stability analysis of simplified pro-

blems, as a first-order approximation helping identify

unstable mechanisms that can enhance performance,

isolate optimal leading parameter ranges and increase

efficiency. Significant progress has been made in control

theory for optimal and automated design of closed-loop

controllers that can be applied to AFC systems given a

sufficiently accurate and efficient model of the system.

Likewise, progress made in computer capabilities

(processing speed, memory, storage, and parallel proces-

sing) has been accompanied by similar efforts to resolve

modeling issues (of turbulence and algorithms) and

arrive at efficient and validated numerical tools for

unsteady flow computations at relevant Reynolds

numbers. However, these efforts are still remote from

what the real-world engineering requires, e.g. a trust-

worthy—at least in terms of providing the right trend—

solution of unsteady flow control problems on realistic

configurations within thirty minutes and setting up a

whole new problem within eight hours of work on a

state-of-the-art PC or workstation.

Identifying the above limitations, this manuscript

does not attempt to review the state-of-the-art of flow

control. Rather, an attempt is made to identify several

key issues and discuss those in a comprehensive manner.

These will include discussions of ‘‘what did not work’’

and try to explain why and what could be done in order

to resolve these open issues.

The manuscript also includes a generic flow control

process chart with examples that will help technologists

from industry, academia, and government agencies

identify resolved as well as unresolved issues and make

logical, knowledge-based, decisions as to the required

actions to perform desired tasks. A further objective of

the paper is an attempt to establish a generic AFC

roadmap [9] and construct several examples that can

assist decision makers and workers in this exciting field

understand where we are at present and how to proceed

most efficiently.

This manuscript is organized as follows. Section 2

presents a discussion of theoretical issues, with emphasis

on the role that global flow instabilities can play in AFC;

while Section 3 reviews concepts and issues related to

open- and closed-loop control strategies. Section 4

presents numerical aspects of AFC, focusing attention
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on configuration issues. Section 5 discusses a generic

process for constructing AFC systems along with a

detailed discussion of experimental issues. Section 5 also

advocates the use of roadmaps to guide AFC research

along with an example roadmap for AFC applied to

boundary layer separation control. The paper closes

with a brief summary in Section 6.
2. Utilizing flow instabilities for active flow control

2.1. Mean turbulent versus basic laminar flow

A single theoretical approach to flow control does not

exist, even in the beginning of the 21st century. Instead,

several methodologies have been put forward recently,

which pursue flow control through control of flow

instability. A fundamental question arising in this

context concerns the difference between the states that

are to be analyzed. From a theoretical or numerical

point of view the so-called basic (or base) state must be

analytically or numerically provided; examples are

Poiseuille flow in channels, the Blasius profile for the

flat-plate boundary layer and the two-dimensional

steady or time-periodic wake behind a circular cylinder

at low Reynolds numbers. Experiments, on the other

hand, provide easy access to a statistically averaged

mean flow or to an ensemble averaged phase-locked

baseline for a time periodic flow. This is different from

the corresponding laminar basic state and the different

instability properties potentially yielded by the two

states at a given point in parameter space have not been

reconciled presently. Interestingly, two-dimensional

time-periodic basic states may be related with the

respective steady laminar basic flow and the most

unstable two-dimensional BiGlobal eigenmode [10].

However, considerably more progress has been made

on instability analysis of basic states, which is briefly

reviewed first.

2.2. Local, convective, absolute and BiGlobal instabilities

Strictly, a decomposition of a given solution of the

equations of motion into an Oð1Þ basic and an OðeÞb1

disturbance state must conform with the equations of

motion. The basic state itself is a steady or time-periodic

laminar solution of the governing equations, while (on

account of neglecting nonlinearity) the disturbance

terms are exponentially or algebraically growing/

damped solutions of the linear disturbance equations.

Since the basic state forms the variable coefficients of the

latter equations, its accurate provision is a prerequisite

for reliable predictions of stability characteristics.

At this point, the dimensionality of the basic state

upon which an instability analysis is performed provides

a natural framework to distinguish between convective,
absolute and global instabilities. A full discussion of this

point may be found in the review of Huerre and

Monkewitz [11]. Briefly, flow is convectively unstable

when an arbitrary disturbance introduced into the flow

is transported by the flow downstream from its point of

introduction, albeit amplifying or decaying in the

process. A flow is called absolutely unstable when the

disturbance remains at or propagates upstream of (as

well as downstream from) its point of introduction. Both

concepts of convective and absolute instability apply to

strictly parallel flows. The term global instability, on

the other hand, was originally introduced (and is still in

use) to describe absolutely unstable flows whose basic

state is weakly non-parallel (e.g. [12]). Others have used

the term to describe two-dimensional instability of

essentially non-parallel two-dimensional basic states

(e.g. the 2D basic state in the wake of a circular cylinder

[13,14]) or three-dimensional instability also of

essentially non-parallel two-dimensional basic states

(e.g. circular cylinder [15], steady 2D lid-driven cavity

flow [16]).

Recently [17], the terms BiGlobal and TriGlobal have

been introduced to identify instabilities of two- and

three-dimensional basic states, respectively, in contrast

to those pertinent to weakly non-parallel flows. Inter-

estingly, in two-dimensional basic flows where the

assumptions of classic instability analysis of one-

dimensional basic states approximately hold, as the case

is in separated boundary layer flow, both classic

Kelvin–Helmholtz (KH)/Tollmien–Schlichting (TS)-

type and BiGlobal instability are concurrently operative

[18,19]. No a priori criteria are presently known to

determine which of the physical mechanisms will

dominate at a given point in parameter space.

2.3. Transient/algebraic growth

In recent years the significance of the non-normality

of the linearized Navier–Stokes operator with respect to

algebraic/transient growth has been recognized [20,21].

In this context, linearly damped modes may be

introduced into a flow at a given amplitude, such that

their combination results in the flow experiencing

transient/algebraic growth. Under this scenario, the

combined disturbance amplitude can be orders-of-

magnitude higher than that of the individual modes at

their introduction, before the modes eventually decay

as predicted by linear stability theory. If the initial

and/or the transiently reached amplitudes are large

enough, nonlinearity may take over and lead to

turbulence, bypassing the previously discussed linear

mechanisms. Transient growth has explained short-

comings of linear stability theory in classic one-dimen-

sional basic flows [22], that illustrates the difficulties in

relying upon linear stability analysis in any but the

simpliest problems.
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2.4. On control of turbulent flows

Irrespective of the nature of the predominant in-

stability-mechanism, the well-defined instability con-

cepts introduced above can strictly only be applied to

low-Reynolds number laminar flows; the ensuing linear,

transient or nonlinear instability will result in transition

to turbulence. As mentioned, the most readily available

quantity, experimentally or numerically, is the mean

flow, obtained through statistical averaging of a large

number of realizations of the instantaneous turbulent

field. Straightforward application of the mean/small-

disturbance decomposition concept highlighted earlier is

not possible since the interaction (stress) terms are no

longer small in magnitude compared to the mean flow

itself. Nevertheless, several attempts have been made in

this direction, a notable example being the concept of

triple decomposition [23], by which a turbulent state is

decomposed into a mean time-averaged field, a coherent

space-averaged part and small-amplitude stresses. This

concept has been utilized for the analysis of inviscidly

unstable free-shear layer flows [24].

A different approach has been taken for vortical flows

in the wake of commercial aircraft where turbulence has

been neglected altogether and an appropriate inviscid

instability analysis has been used resulting in the

identification of global instabilities in co-rotating [25]

and counter-rotating [26] trailing vortex configurations.

The most unstable transient instability mechanism was

then used to devise an effective flow control strategy

leading to the destruction of the wake coherence [27].

2.5. Eigenmode versus energy-growth control

The focus of flow control, through control of flow

instability, is on stabilization/reduction of amplification

rates of known instability mechanisms of the corre-

sponding laminar flow. Two distinct paths are followed,

(nonlinear) modification of the basic state with the

resulting modification of its instability properties, or

direct targeting of the instability properties of a given

basic state. Early examples of the second approach

include the works of Milling [28] who experimentally

demonstrated active cancellation of Tollmien–Schlicht-

ing waves by a vibrating ribbon and Laurien and Kleiser

[29] who used DNS to investigate control of such waves

through wall transpiration. More recently, ‘optimal’

control methodologies have been rigorously derived in

and applied to the case of two-dimensional wave-

cancellation problems; such an effort has been demon-

strated by Joslin et al. [30] who used an adjoint

formulation of the control problem (see Section 3.3).

On the other hand, wave cancellation techniques

cannot be applied for the non-modal optimal perturba-

tions associated with the non-normality of the linearized

Navier–Stokes operator (e.g. [31]). As mentioned above,
the kinetic energy of non-modal disturbances may grow

by several orders of magnitude when selected close to

optimal conditions, even (and especially most interest-

ing) in sub-critical flows. A link between the two

apparently distinct physical mechanisms can be pro-

vided by addressing the initial-value-problem [32].

For non-modal algebraically/transiently growing dis-

turbances, efficient flow control methodologies have

been demonstrated by Bewley and Liu [33] and Reddy

and Ionannou [34] in laminar and turbulent channel

flows, respectively. Both of these examples consider a

closed system which has a complete discrete spectrum of

eigenvalues. However, eigenspectra of open configura-

tions are composed of both discrete and continuous

parts, the latter being harder to resolve numerically and

most active in transient growth. Therefore, control of

transient growth in open systems remains a fruitful area

of research.

For both modal and non-modal linear disturbances,

the adjoint formulation of the linearized disturbance

equations has received increased attention recently,

following the rediscovery of the concept in a fluid

dynamics context and its application by Hill to both

one-dimensional [35] and two-dimensional [36] basic

states. Briefly, while solution of the (standard) linearized

disturbance equations permits identification of instabil-

ity characteristics of eigenmodes of a given basic state,

such as amplification rates of most-amplified distur-

bances alongside their frequencies and spatial structure,

solution of the adjoint problem provides information of

the spatial location at which introduction of AFC will

provide maximum effectiveness in modifying such a

basic state. An adjoint approach was proposed for

spatially developing boundary layers on the flat-plate

boundary layer [37–39] on flat and concave plates

including the issue of receptivity [40], Görtler vortices

[41], boundary layers subject to pressure gradient [42],

and three-dimensional boundary layers [43].

While the issue of efficiency of the adjoint approach

will be revisited in Sections 4 and 3, the very ability to

perform numerical studies based on the adjoint for-

mulation of the BiGlobal eigenvalue problem, or the

respective transient-growth formulation, opens up new

avenues for theoretically founded active flow control

methodologies in essentially nonparallel basic states,

which naturally arise in complex engineering configura-

tions. One such example is provided by the recent work

of Luchini [44], who revisited the BiGlobal instability of

the lid-driven cavity and the circular cylinder in an

adjoint formulation context. This is perceived by the

authors as a potentially promising area for future

research, which is expected to be assisted by BiGlobal

instability analysis. Indeed, advances in algorithms and

the sustained increase in hardware capabilities in recent

years permit addressing the instability of essentially

nonparallel flows of engineering significance.
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By historical analogy with classical linear stability

theory, of prime concern in BiGlobal instability analysis

is identification of the linear eigenspectrum of flows

developing in geometries of modest complexity which

are interesting from an aeronautical engineering point of

view, while being tractable numerically. The role that the

global eigenspectrum plays in flow control methodolo-

gies in complex geometries may be postulated from that

of the eigenspectrum in classic flows, the instability of

which is governed by the established theories outlined

earlier. Following the pace of algorithmic and hardware

developments, a small number of essentially nonparallel

basic states of relevance to aerodynamics has been

analyzed; a review is provided by Theofilis [10]. A case

of particular relevance to external aerodynamics, sepa-

rated flow on a flat surface, will be discussed in some

detail in what follows. However, the majority of global

eigenspectra for flows in complex configurations are

unexplored. Even less research has addressed the issue of

non-normality of the BiGlobal linear operator, although

evidence exists (e.g. [25]) that transient growth mechan-

isms play a central role in instability and control of

essentially non-parallel flows.

2.6. On the reconstruction of a turbulent flowfield

Some comments are in order at this point on a

different methodology relevant to turbulent flow con-

trol. Since its relatively recent re-invention in a fluid

mechanics context [45] the concept of Karhunen [46] and

Loeve [47] decomposition, mostly known as proper

orthogonal decomposition (POD), has been widely used

in order to reconstruct a flow field at a given point in

parameter space, given an accurate space–time field. The

methodology proceeds by projecting this field onto an

analytically or numerically constructed orthogonal

basis, composed of the so-called POD modes that

contain a decreasing amount of the total flow energy.

The same basis is then used at different parameters (e.g.

higher Reynolds number) in order to predict and control

the flow state at the new parameters. The utility of the

methodology lies in the expected small ratio of POD

modes to the R9=4 modes necessary to fully resolve three-

dimensional, turbulent flows.

A number of issues arise (see also Section 3.4.2). On

the feasibility of the approach one notes that the most

critical issue in POD is that a solution (or detailed

measurement) must exist before the POD concept is

applied. Further, the quality of the POD reconstruction

depends critically on that of the data provided at one set

of parameters. While the POD modes of flows in simple

geometries (e.g. flat plate [48]) and low Reynolds

numbers are known or easily obtainable, those pertain-

ing to complex engineering configurations must be

calculated using data that are in principle inaccessible.

Ideally, well-resolved direct numerical simulation (DNS)
data would be used, but these cannot be obtained at

Reynolds numbers of engineering interest, as discussed

in Section 4.2. Using data obtained by large eddy

simulation (LES) or Reynolds averaged Navier–Stokes

(RANS) confuses the errors attributable to LES/RANS

models and those to poor convergence of the POD

expansion. A third approach is to use experimental data,

which also has limitations as regards accessing flows at

parameters of engineering relevance. However, at

present the two latter approaches are the only feasible

in an engineering sense.

Besides the issue of the predictive capacity of POD, in

the absence of an accurate solution at one point in

parameter space, realistic flow field configurations exist

in which, depending on the level of energy that is

deemed necessary to be captured by POD modes, the

number of such modes is comparable to those needed to

fully resolve the flow [49]. Furthermore, the extent of the

parameter space that may be covered by POD, given a

solution at one point of this space, is unclear.

Finally, while POD has been applied to turbulent and

BiGlobal instability analysis for laminar flows, the

relation between the most energetic POD and the least

stable BiGlobal eigenmodes is, in the authors’ view,

worthy of future investigation. Evidence that such a

relation may exist is provided by the qualitatively

analogous features of POD and BiGlobal eigenmodes

in the few flows for which both types of analysis have

been performed [50].

2.7. An example: separated flow

A significant theoretical development, which has

recently boosted interest in global linear theory in

aeronautics, has been the identification of the potential

of a closed laminar separation region to act as a

generator of disturbances [51]. Further detailed studies

of the phenomenon using two different model flows and

different theoretical approaches have been performed

independently by Hammond and Redekopp [19] and

Theofilis et al. [18]. The latter authors employed analysis

based on numerical solutions of the eigenvalue problem

described by the Orr–Sommerfeld equation (OSE), the

parabolized stability equations (PSE) and the two-

dimensional (BiGlobal) eigenvalue problem, to study

the instability of incompressible steady laminar bound-

ary-layer flow which encompasses a closed separation

bubble. Both stationary and pairs of traveling linear

instabilities were discovered, which are distinct from

known solutions of the linear OSE or linear PSE

instability theories, and can both become unstable at

sufficiently high backflow strength.

However, it should be mentioned that at the same

parameters that can lead to a BiGlobal instability, KH/

TS instability has a wavelength which is an order of

magnitude smaller than a typical scale of the latter and
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Fig. 2. Three dimensionalization of the reattachment zone on

account of amplification of a BiGlobal eigenmode, in the

absence of KH/TS instability [52].
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growth rates which are approximately two orders of

magnitude larger than those of the most unstable

BiGlobal eigenmode. A conjecture on the consequence

of this disparity in amplification rates of the two

instability mechanisms [52] has suggested that, although

the classic TS mechanism may act as a catalyst for

laminar breakdown, attention must be paid to the

control of BiGlobal instability of the flow as a precursor

to vortex-shedding and a mechanism relevant to

turbulent flow control. In other words, the existence of

BiGlobal instability of the separation bubble implies

that laminar flow control approaches based on fre-

quency information delivered by either the OSE or the

PSE are incomplete as far as traveling disturbances are

concerned and inadequate for the BiGlobal stationary

disturbances.

The spatial structure of the most unstable BiGlobal

eigenmode, recovered by solution of the appropriate

two-dimensional eigenvalue problem at R � 1:7� 104,

based on free-stream velocity and a length-scale built

with the aid of the free-stream pressure gradient, is

shown in Fig. 1. The innocuous nature of the primary

separation line alongside the three-dimensionalisation of

the primary reattachment region is shown in Fig. 2,

where an iso-surface of the disturbance vorticity is

shown at an arbitrary level. The primary separation

bubble is contained within the dashed lines and paths of

particles released in the flow provide a demonstration of

the effect of the BiGlobal eigenmode on the closed

streamlines of the basic flow.

The recovery of unstable eigenvalues in the problem

at hand must be seen in the perspective of the artificial

(from a physical point of view) homogeneous Dirichlet

inflow boundary conditions. In practice, TS instability in

the flow under consideration is orders of magnitude
Fig. 1. Left: spatial structure of the chordwise component of

the most unstable stationary BiGlobal eigenmode. Right: a

schematic representation of vortex shedding from separation

bubbles, on account of BiGlobal instability [52].
stronger than the BiGlobal mechanism, at least in the

bracket of parameters monitored by Theofilis et al. [18]

and Theofilis [52]. While it might be expected that

recovery of BiGlobal instability should be relatively

more straightforward in the course of DNS, the

disparity of growth rates could make its experimental

isolation difficult and may indeed explain why this

mechanism has gone unnoticed despite decades of

experimental efforts in this key problem.

Aside from the relevance of the BiGlobal instability to

laminar flow control, it has been conjectured by

Theofilis [52] that the BiGlobal instability mechanism

is related with and sheds light on the phenomenon of

vortex-shedding by separation bubbles; the mechanism

is also schematically depicted in Fig. 1. In experiments, it

is often found that the separation line remains stationary

while the reattachment-zone is highly three-dimensional

and unsteady, a result that is consistent with BiGlobal

analysis. Furthermore, earlier conjectures based on

topological arguments regarding the origins of unsteadi-

ness and three-dimensionality in separated flow appear

to be substantiated using BiGlobal stability analysis.

A full discussion of both BiGlobal instability of and

vortex shedding from a laminar separation bubble may

be found in the original reference. However, the

existence of global instabilities in separated flow shows

that when designing a methodology to attack a new flow

instability problem2 one should refrain from employing

simplifications on the grounds of theoretical or numer-

ical feasibility. The risk of such an approach is that

potentially existing physical mechanisms go unnoticed

on account of such conditioned thinking. Beyond that

discussed, examples supporting this assertion are con-

stantly being accumulated (e.g., vortex flow systems

[25,26] attachment-line boundary layer [53]).
2In the authors’ view, most flow instability problems for flows

in complex geometries should be treated as being new, although

isolated regions may exist in which approximations may

simplify the instability problem.
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Fig. 4. Magnification of Fig. 3 and sketch of the topological

characteristics of an isolated structure.
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2.8. Turbulent flow in the wake of a circular cylinder and

an airfoil

BiGlobal instability in the wake of a circular cylinder

has been discussed by Barkley and Henderson [15] and

that in the wake of a NACA 0012 airfoil has recently

received attention by Theofilis et al. [53]. The progres-

sion from laminar flow on the unswept circular or

rectangular cylinder towards flight Reynolds numbers

highlights one of the most commonly encountered

problems of flow on airfoils at these conditions—that

of transitional or turbulent flow separation. Large-scale

cellular structures are long known to be associated with

this phenomenon [54], which has received a fair amount

of attention and interpretations. A qualitative depiction

is shown in Fig. 3 and a more detailed view, including a

sketch of the topological characteristics of one cell, is

shown in Fig. 4 [55]. Arguments have been put forward

in the literature that these cellular structures may be

related with end-effects of the measurement section;

such arguments can be dismissed on account of the

repeatability of the phenomenon shown in Figs. 3 and 4

with varying spanwise extent of the measurement

domain, both in the case of the cylinder and that of

the airfoil. One conjecture was put forward by Goelling

[55] on the basis of his experimental results on the

cylinder; namely, these structures point to a BiGlobal

instability mechanism.

Experimental findings in support of this conjecture

are the following. On a qualitative level, the two-

dimensional closed separation bubble on the unswept

cylinder first becomes spanwise unsteady with increasing

Reynolds number value; the related spanwise periodic

vortical cellular structure appearing as a result is shown

in Fig. 4. Associated is the formation of Karman-like

vortices, having their axes parallel to the generator of

the cylinder, while up to this point the same qualitative

scenario is followed on the airfoil. The topological

description of one of the spanwise periodic cells at the

upper side of the cylinder is shown in the lower part of

Fig. 4; a pair of streamwise vortices separates from one
Fig. 3. Regular three-dimensional structures in the wake of a

circular cylinder in transitional flow [55].
of these cells, either from the cylinder or from the airfoil

at comparable flow parameters.

On a quantitative level Humphreys [54] has argued

that the spanwise periodicity length Lz of the structures

on the circular cylinder scales with its diameter D. In

flow visualizations he found Lz � D 2 ½1:7; 2:4�. In

recent experiments, Goelling [55] confirmed this bracket

at corresponding Reynolds number values and showed

that an increase in Reynolds number decreases the

spanwise periodicity length to Lz � D. Interestingly, this

progression is not continuous; this is interpreted as a

hint of amplification of different BiGlobal eigenmodes

as R increases. The link to a BiGlobal instability

scenario on bluff bodies is provided by the shear-layer

that engulfs the wake-region within which the unstable

BiGlobal ‘‘B’’ mode develops.

With increasing Reynolds number the laminar shear-

layer emanating from the cylinder surface becomes

unstable and turbulent, whereby transition is associated

with the appearance of small-scale streamwise-oriented

turbulent vortices [56,57]. The transition point moves

upstream as the Reynolds number increases above

R � 5� 103. It has been conjectured [55] that the

interaction of the laminar boundary-layer at the cylinder

surface with the unsteady flow field in the near-wake is

the reason for the appearance (through a BiGlobal

instability mechanism) of the large-scale spanwise

periodic structures on the cylinder surface itself. Such

structures have also been observed by Schewe [58,59] on

his generic airfoil experiment, with periodicity lengths

similar to that found on circular cylinders at comparable

conditions, as shown in Fig. 5.
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Fig. 5. Upper: asymmetric structures in transitional flow

over an airfoil. Lower: topological characteristics of these

structures [58].

Fig. 6. Schematic of the generic flap configuration using in the

experiments of Nishri [209].
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Whether this mechanism can be described in the

framework of a BiGlobal linear instability of separated

flow or bluff-body instability deserves further investiga-

tion. In case of the absence of a steady or time-periodic

laminar two-dimensional basic state underlying a

BiGlobal instability analysis for the problem at hand,

one may employ the triple-decomposition methodology

discussed earlier. The connection of the topological

features in the present flow with those in the BiGlobally

unstable laminar separation bubble on an airfoil,

discussed earlier, including mechanisms for vortex

shedding from cylinders and airfoils also deserves

investigation in the framework of the present theory.

2.9. On the relevance of global-flow instability to

turbulent flow-control

The scope of the previous discussion can be naturally

broadened to incorporate the broader field of turbulent

separated flow control. The reader is referred to the

recent milestone review of this problem by Greenblatt

and Wygnanski [6] who highlighted the potential of

periodic excitation, i.e. oscillatory momentum injection,

as an effective and efficient means of flow control,

irrespective of whether the base flow is laminar,

transitional or turbulent. Based on overwhelming

amounts of experimental information, Wygnanski and

co-workers [7,60–62] arrived at the conclusion that

periodic excitation can be more efficient for certain

airfoil applications than classic boundary-layer control

methodologies based on steady momentum injection

and at least as effective as slot suction.

Wygnanski and co-workers provide two key para-

meters to quantify their excitation: a momentum

coefficient and reduced frequency. The level of oscilla-

tory injected momentum was referred to free-stream

conditions to arrive at the momentum coefficient (in

parallel to the classic definition of steady momentum
injection, e.g. [2])

Cm �
j0

J
ð1Þ

where j0 denotes oscillatory momentum due to the

excitation, and J, a reference momentum injection

velocity in a flow configuration of L ¼ Oð1Þ length, L

denoting the length of the separation region, for

simplicity taken to be the chord length of an airfoil

[62]. The actuation frequency is characterized by a

reduced frequency Fþ ¼ f eX=U1 where X is a distance

from the location on the body surface at which

excitation is provided (optimally the baseline separation

region, in most applications the excitation would be

significantly attenuated otherwise) to the end of the

body (or the natural reattachment point) in question and

f e is the excitation frequency.

The underlying theme of the experimental work in this

group is that efforts must be directed toward utilizing

inherent flow instabilities, enhanced by periodic addition

of momentum at the appropriate location, magnitude

and frequency to interact with the large-scale coherent

structures of a flow. In the case of turbulent flow, it is

found that the most effective oscillation frequencies of

the periodic forcing are widely disparate from those of

the energy containing scales of the turbulence itself. To

isolate the dependence of the reduced frequency from

the momentum coefficient, Wygnanski and co-workers

proposed a generic deflected flap configuration, shown

in Fig. 6, as an example for which the controlling

parameters could be varied independently. For this

configuration, they discovered that Fþ � 1 is the

optimum reduced frequency for control of turbulent

separated flow, independent of Reynolds number and

the level of free-stream turbulence [7,61]. This suggests

that structures scale with the separation bubble length

itself (or even with the distance between the actuator and

the trailing edge, in the case of an open bubble), and not

the order-of-magnitude smaller TS/KH-wavelengths
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associated with shear-layer instability. The optimal

reduced frequency Fþ � 1, points to the importance of

the BiGlobal eigenmodes shown in Fig. 1 and Fþ ¼

Oð1Þ has been corroborated in a multitude of turbulent

separated flow control experiments [6]. The possible

existence of a feed-back mechanism between the

separation and unsteady reattachment regions indicates

a potential association with a generic BiGlobal instabil-

ity mechanism that is worthy of further investigation.

It is the authors’ view that information on flow

instability mechanisms enhances the ability to control a

flow successfully and efficiently and we expect further

progress in the area of active flow control to be achieved

by cross-fertilization between the fields of flow instabil-

ity and flow control (which are currently developing

nearly independently). In this respect, we next discuss

flow control in a broader theoretical context, starting

from first principles.
3. Control theory for active flow control

The goal of flow-control is to achieve some desired

objective as a function of time and space by application

of an appropriate actuator. The objectives may include

drag reduction, separation control, enhanced mixing,

noise suppression, change of a surface property, etc. Not

surprisingly, many approaches to flow control have been

proposed and several recent reviews Gad-el-Hak [4],

Moin and Bewley [63], Lumley and Blossey [64], Bewley

[65] attempt to categorize the wide range of possible

flow-control strategies. For our purposes, we categorize

control strategies in two ways: (1) based on the type of

actuation—either passive or active, and (2) based on the

means by which the actuation changes in response to

changes in the flow—open-loop, closed-loop, or optimal

control.

Passive actuation includes such devices as vortex

generators, riblets, and steady suction or blowing, just to

name a few. The primary advantage of passive control is

simplicity. Passive control techniques tend to be lighter,

less expensive to design and manufacture, and easier to

maintain than active control thereby making passive

control more likely to be used in real-world applications.

On the downside, passive controls may only be effective

over a limited range of operating conditions and there

may even be conditions for which a passive control

degrades system performance. Likewise, since most

engineering flows contain complex unsteady motions

(instabilities, turbulence) the ability of a passive (steady)

device to control these unsteady motions is inherently

limited. A dramatic example is the case of riblets [66]

used for drag reduction in turbulent boundary layers.

Experimentally [66] and verified by careful DNS [67–70],

riblets yield approximately 5–9% drag reduction de-

pending on their detailed geometric configuration. Even
very simple active-control strategies (discussed below)

are able to achieve 15–25% drag reduction under similar

conditions.

Consider, as an example, controlling the transition

from laminar to turbulent flow. As discussed in Section

2, one means of altering the transition process is by

modifying the basic flow state upon which instabilities

grow. Passive techniques, such as distributed suction, do

exactly this by modifying the base flow making it more

stable and thereby reducing the growth of instabilities.

Of course, care must be taken to make sure that the

control itself does not initiate new instabilities. Likewise,

there is often a trade-off between stability and receptiv-

ity. The more stable a flow typically the more receptive

[39] it is to disturbances, although, such changes

in receptivity are often small compared with the change

in amplitude due to altering the exponential growth-

rate of a disturbance. The bottom line is that passive

controls that target the mean flow may require more

energy than an active control that targets the small

disturbances directly. Likewise, active controls can

exploit the inherent instability mechanisms in a flow

(see Section 2.5) thereby using the flow as an amplifier to

achieve a global-effect due to a very small (and often

localized) control input and this is the primary focus of

this paper (see Section 2.9). As a caveat, there are flows

that are unstable to stationary disturbances, such as

crossflow and Görtler instabilities, so that passive

techniques can directly target instabilities in these flows

[71].

Active control includes, in general, all types of

unsteady actuators where oscillatory momentum injec-

tion for separation control (mentioned in Section 2.9) is

a typical example. While passive control is inherently

open-loop (it cannot respond to changes in the flow

state), active control offers significantly more flexibility.

In the following, we discuss different strategies for

incorporating active control into a flow control system

including: open-loop, closed-loop (i.e. feedback), and

optimal control strategies.

Although the majority of the discussion in this paper

is focused on oscillatory excitation for separation

control, in this section we also discuss flow-control

strategies in the context of near-wall turbulence-control.

In some ways, this problem is more challenging than

many other flow-control problems in that the spatial and

temporal scales of near-wall turbulence are much

smaller than that of the relatively large-scale structures

commonly found in free-shear flows (mixing layers, jets,

wakes, etc.). The primary motivation for including a

discussion of near-wall turbulence-control strategies is

that there are a wide range of examples of different types

of control strategies as applied to this flow. Issues

associated with application of similar approaches to

other flow-control problems, in particular separation

control, will be discussed.
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3.1. Open-loop control

In open-loop control, the either steady (passive) or

unsteady (active) actuator parameters are set at the

design stage and remain fixed regardless of changes in

the state of the flow. As mentioned above, all passive

controls are effectively open-loop. Conversely, open-

loop active control is clearly an under-utilization of the

potential of active control to respond to changes in the

flow. Having said this, to date, most computational and

experimental flow-control studies have been conducted

in an open-loop manner where actuation was accom-

plished through a variation of the actuator parameters

and the resulting control was monitored, usually in an

integral manner (e.g. lift and/or drag). At first this may

seem surprising, but in control theory one needs to have

a good understanding of open-loop dynamics before

proceeding with closed-loop studies. As such, open-loop

studies have typically focused on improving under-

standing of flow physics and on actuator development

and testing. While these early studies have focused more

on proof-of-concept demonstration than development of

production flow-control systems, they provide the

foundation and motivation for future closed-loop

studies. This is particularly true given the success of

open-loop oscillatory control for separation control

where it is demonstrated that small, localized controls

can have a global influence on a flow (see, e.g., [6,7]). Of

course, there are a number of shortcomings of open-

loop flow control with perhaps the most important being

what happens in off-design conditions.

3.2. Closed-loop control

In closed-loop flow-control, one utilizes measure-

ments of the current flow state along with a model of the

state to devise a new control that alters the system state

in the desired direction such that it gets closer to the

target state. Thus, closed-loop control requires that both

actuators and sensors be designed and utilized in an

effective way. Two key concepts in linear control theory

that are related to the design and use of actuators and

sensors are controllability and observability. While these

concepts have well-defined mathematical definitions in

the context of linear control theory (see, e.g., [72]), they

also are important in nonlinear systems (and their

linearization) common in fluid dynamics. In lieu of

providing precise mathematical definitions, we instead

discuss these concepts from a more physically intuitive

perspective as a means of identifying important issues

that must be considered in the design of closed-loop

controllers for active flow-control.

Controllability is a property of both the actuator

system and the state that determines whether all the state

modes can be arbitrarily influenced by the control

actuator(s). Controllability obviously depends on the
appropriateness of a particular actuator system. For

example, if an actuator only generates irrotational

disturbances (i.e. sound waves) then it may be quite

difficult to effectively control a flow dominated by

vortical flow features. Controllability is intimately

related to the concept of linear receptivity in fluid

mechanics [9]. In receptivity analysis, one determines the

amplitude of certain natural modes of the state due to

different disturbance (i.e. control) inputs. This type of

input/output framework for receptivity analysis has

been explored by Hill [35] and Tumin [73] for parallel

boundary layers based on an adjoint analysis of the

Orr–Sommerfeld equation. For non-parallel flows,

approaches based on both the adjoint parabolized

stability equations (PSE) [37,39,74–77] and full adjoint

Navier–Stokes equations [39,74,75] have been per-

formed both for two- and three-dimensional boundary

layers. An important outcome of these studies is that

stable modes are often significantly more receptive to

excitation than unstable modes [39,75] which along with

the discussion in Section 2.3 again suggests the potential

importance of transient growth of linearly stable modes.

In related work, initial conditions or inflow profiles that

lead to the largest energy growth have been an area of

significant recent research [20–22,33,78]. A weaker

version of controllability is output controllability where,

instead of requiring complete control of the state of the

system, we may be content to control the measured

output. Output controllability is the ability to construct

a control that takes any initial output to a desired

output. Unlike controllability, output controllability

depends not only on the actuator and state but also on

the sensor system used.

Observability is related to the ability of a particular

sensor system to reliably measure changes in the state.

More precisely, a system is observable if the initial state

can be determined from the values measured by the

sensors along with known control inputs. Observability

obviously depends on the quality, number, and place-

ment of the sensor system used. But, observability also

depends more subtly on the nature of the state. For

example, if a sensor is constructed that only measures

vortical disturbances then it would be completely

insensitive to irrotational disturbances, like acoustic

waves, and could never tell if the initial state contained

acoustic disturbances. Likewise, with only a limited

number of sensors, one might not be able to distinguish

between two different modes and this would also limit

observability.

Of course, in these examples concerning acoustic and

vortical disturbances, there are physical mechanisms

that allow the conversion of irrotational disturbances to

rotational disturbances (e.g. leading-edge receptivity)

and vice versa (e.g. turbulence-induced sound) so

that the degree of controllability and observability in

these examples depends strongly on the role of such
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conversion mechanisms in a given flow system. Bound-

ary conditions and geometric features (e.g. leading and

trailing edges, and localized roughness) often play an

important role in such conversion processes.

Another concept from linear control theory that is

also useful in the context of flow control is the idea of

stabilizability. A combination of state and control is

stabilizable if all unstable modes are controllable. This is

obviously a less stringent condition than controllability

and for some flow control problems (e.g. transition

dominated by linear eigenmode growth) this may be all

that is required. However, as discussed in Section 2.3,

stable modes can play a very important role in the

transient response of some flow systems so that

stabilizability may not be sufficient. Recent work of

Lauga and Bewley [79] highlights the role of stabiliz-

ability for the complex Ginzburg–Landau equation

which serves as a model for inhomogeneous weakly

non-parallel flows such as wakes. The main conclusion

of this study is that the system is increasingly more

difficult to stabilize using a single actuator as a Reynolds

number like parameter is increased. While, theoretically

the system is stabilizable at all conditions, practically

speaking the system becomes uncontrollable with a

single point source actuator at finite ‘‘Reynolds’’

numbers. The loss of controllability of the unstable

modes is found to be related to non-normality of the

closed-loop system where the shapes of the two most

unstable open-loop eigenfunctions become increasingly

similar as the Reynolds number is increased. Non-

normality of both open- and closed-loop modes in fluid

dynamics systems is now known to commonly occur in

fluid flows [20–22,33,78] so that similar effects may

happen in physically realistic flows. However, it is

important to emphasize that controllability and stabiliz-

ability depend both on the system dynamics and the

control mechanism. In their study, Lauga and Bewley

[79] limited their control input to a single point source.

Thus, another interpretation of their result is that as

Reynolds number increases, one must also increase

control authority by including multiple actuators or

perhaps incorporating some type of distributed control

mechanism and these are interesting directions for

further research.

When considering closed-loop control one needs to

somehow convert the values measured by the sensors

into changes in the parameters that are appropriate to be

used as input to the actuators. The conversion of some

measured quantity to a control input is accomplished by

the controller as shown in the simple closed-loop block

diagram in Fig. 7. In the following, we will focus on

three approaches to controller design: physics-based

control, classical control, and modern control. An

illustrative comparison of classical and modern control

theories can be found in [80]. An important property of

a closed loop control system is its robustness to unknown
environmental disturbances or uncertainties in the

models used to design the controller. The prevalence

of environmental disturbances in flow control systems

(e.g. freestream turbulence, sound, and vibrations)

combined with the fact that most of the models we use

to predict fluid flows are approximate, makes the issue

of robust control design of particular importance.
3.2.1. Linear control theory

To set the stage for a discussion of linear control

theory, it is useful to introduce simple notation that

allows a discussion of particular aspects of control

design using the language common in control theory. In

linear control theory, the state equation in state-space

form is written as

_x ¼ Ax þ Bu þ Dw ð2Þ

where the measurements are given by

y ¼ Cx ð3Þ

and the control is

u ¼ Ky ð4Þ

In the above expressions x is the state vector, u is the

control-input vector, w are external disturbances, and y
is the output (i.e. measurements) where A, B, C , and D
are the state-space matrices for the system and K is the

feedback-control kernel.

In the context of flow-control, one can think of Eq. (2)

as the spatially discretized, linearized Navier–Stokes

equations with boundary conditions included. As

pointed out by Joshi et al. [81] and reiterated in Bewley

[65], care is required in selecting the spatial discretization

as certain choices may lead to much simpler interpreta-

tions of the state-vector x. For example, in homoge-

neous, constant-coefficient systems, a Fourier series

discretization leads to a decoupling of different Fourier

modes that can simplify both analysis and design of a

control system. Using this notation, the design of the

controller requires selecting an appropriate feedback

kernel K given particular actuators and sensors,

described by B and C , respectively. The controll-

ability of a system is a property of A and B, while
the observability is a property of A and C (see, e.g.,

[72,82]).
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3.2.2. Physics-based strategies

Perhaps the simplest type of feedback control is when

the controller in Fig. 7 is a simple unity gain multiplying

some measured physical value. For such a strategy to be

successful, the measured quantity and control actuation

have to be closely related and directly applicable (in the

sense of controllability and observability) to the physical

phenomena one wishes to control. In other words, the

selection of both the measured flow quantity and the

control rely on a clear understanding of the underlying

physics of the problem. In practice, it may be quite

difficult to find such a clear correspondence between a

measurable quantity and a control variable and this is a

significant limitation of the approach.

A classic example of such a physics-based (or

intuitive) feedback-control strategy is opposition control

(also called ‘‘out-of-phase’’ control) [4,83] for drag-

reduction of wall-bounded turbulence. Opposition con-

trol is a conceptually simple feedback control strategy

that introduces control in the form of distributed suction

and blowing at the wall surface in an attempt to oppose

the motion of near-wall turbulent structures. Near-wall

turbulent structures generally take the form of stream-

wise oriented counter-rotating vortices (see, e.g.,

[84–86]). By sensing the vertical component of velocity

at a sensing plane located a distance yþs (in wall units)

from the wall and using suction/blowing in opposition

to the measured velocity, one hopes to attenuate the

motion of turbulent structures thereby reducing the

transport of high momentum fluid toward the wall and

eventually reducing skin-friction drag.

The first simulations demonstrating this method are

those of Choi et al. [83] who used DNS at a turbulence

Reynolds number, Rt ¼ 180, reporting about 20% drag

reduction when the sensing plane is located at yþs ¼ 10.

The more recent DNS by Hammond et al. [87] shows

that, again for Rt ¼ 180, the optimal sensing plane

location is yþs ¼ 15 which gives about 25% drag

reduction. Both studies reveal that drag increases when

the control is set to counter motions too far from the

wall, say at yþs 425 [83,87]. These DNS studies serve to

demonstrate the effectiveness of opposition control as

well as identify likely mechanisms for drag reduction

when using opposition control. In doing so, they spurred

on a number of other investigations that built on the

idea of opposition control in a variety of ways.

However, the applicability and net efficiency of the

above ideas are still an open question.

Lee et al. [88] developed neural network controllers

that effectively correlate spanwise wall shear-stress with

the off-wall normal velocity used in opposition control.

Koumoutsakos [89] devised a method based on the

relation between wall pressure-gradient and wall vorti-

city-flux which is used to determine wall-normal velocity

control and this is shown to yield drag reductions similar

to or better than opposition control [90]. Building on the
idea of opposition control, Kang and Choi [91]

investigated the effect of using active wall-motion

instead of wall-normal transpiration as the control

actuator within an opposition control strategy and they

obtain 17% drag reduction at Rt ¼ 140 with yþs ¼ 10. A

similar approach is reported by Kellogg [92] who used

an immersed boundary method to simulate the moving

wall as opposed to the more computationally expensive

mesh-moving method of Kang and Choi [91]. At

Rt ¼ 100 with yþs ¼ 16, Kellogg [92] reports a 14%

drag reduction—a value that is strongly influenced by

the allowable degree of wall-deformation which may

explain the reduced effectiveness of wall motion

compared to traditional wall-transpiration. Clearly wall

motion is more technically challenging than wall

transpiration.

Opposition control has also played an important role

in helping to explain the physics of near-wall turbulence.

Farrell and Ioannou [93] applied opposition control to

the linear, non-normal evolution of optimal roll and

oblique disturbances in channel flow and these results

compared favorably to the nonlinear turbulent opposi-

tion control simulations of Choi et al. [83]. In related

work, Jiménez and Pinelli [94] performed studies

where terms related to the generation of near-wall

streaks were damped leading to a laminarization of

low Reynolds number turbulent channel flows and

they hypothesize that this is a likely mechanism for

drag reduction due to opposition control. More recently,

the role of linear processes in nonlinear turbulent flows

has been further explored by Kim and Lim [95] who

showed that when the linear coupling term between

wall-normal velocity and wall-normal vorticity is artifi-

cially removed in DNS at Rt ¼ 100, turbulence decays

and they related the linear coupling term to opposition

control.

The success of opposition control for near-wall

turbulence control suggests that physics based ap-

proaches may be useful for other classes of flow control

problems. While this may be true, there are a number of

potential challenges with a physics-based strategy,

including: limitations in physical insight, inability to

handle off-design conditions, and difficulties in extend-

ing to coupled complex-physics systems. Likewise, there

may be practical issues that prevent one from directly

measuring or controlling the physical quantities needed

in a physics based approach and such an approach does

not directly account for the dynamics of the sensor/

actuator combination. Finally, a physics based design

does not provide any clear indication of whether the

resulting closed-loop system is robust to external

disturbances. For these reasons and others, more

systematic methods for closed-loop control design are

typically preferred although it is certainly advantageous

if these approaches are based upon a strong physical

foundation.
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3.2.3. Classical control theory

In classical linear control theory (see, e.g., [96]), the

determination of a control, uðtÞ, from some error value,

eðtÞ, is often accomplished using a proportional-integral

(PI) controller of the form

uðtÞ ¼ r þ kc eðtÞ þ
1

Ti

Z
eðtÞdt

� �
ð5Þ

where kc is the gain, Ti is the integral-time of the

controller, eðtÞ ¼ byðtÞ  yðtÞ is the deviation of (or error

in) the state measurement y from some desired or

reference value byðtÞ, and r is used to calibrate the control
so that at zero error the desired set-point by is obtained.

While the vector notation for the control and output was

retained, in practice one would likely use different gains

and integral-times for each control loop. The design of

effective PI controllers for multiple-input/multiple-out-

put systems is challenging due to potential interaction

between the multiple control loops. Finally, we remark

that the robustness of classical feedback control systems

to external disturbances is provided by ensuring

sufficient gain and stability margins and these must be

evaluated and validated for each control-system design.

Returning briefly to the idea of opposition control

introduced above, we see that it is a simple proportional

control rule for a single-input/single-output system

where the input is the vertical velocity measured a

distance yþs above the actuator, while the output

(control) is the local value of wall-transpiration velocity

and the gain, kc ¼ 1.

An example of PI control applied to a flow-control

problem is the work of Joshi et al. [81] who show that

both linear and finite-amplitude disturbances can be

stabilized using linear PI control in plane Poiseuille flow.

An important issue identified in this work is that when

control is turned on, energy can be fed into modes

during the transient such that their amplitude reaches

nonlinear levels thereby violating the assumptions of

linear control theory and possibly triggering transition

to turbulence. In their simulations, Joshi et al. [81]

observe such a transient response for a mode that was

unobservable by their wall-mounted shear-stress sen-

sors. The key point is that the startup of a control

system may generate transients that are more difficult

to control than the original open-loop problem and

this issue potentially pertains to other flow control

systems.

Another example of closed-loop classical control is

the work of Rapoport [97,98] who applied closed-loop

feedback control for vectoring of a turbulent jet. The

motivation for closed-loop control in this case was to

enable fast and smooth transitions between different

stationary deflection angles while maintaining desired jet

deflections under varying environmental conditions.

They explored both proportional-integral derivative

(PID) control [98] and internal model control (IMC)
[97]. PID control is similar to PI control but, in an effort

to improve the dynamic response of the closed-loop

system, a term proportional to the time-derivative of the

error is also included

uðtÞ ¼ r þ kc eðtÞ þ
1

Ti

Z
eðtÞdt þ Td

deðtÞ

dt

� �
ð6Þ

where Td is called the ‘rate-time’ and in PID there are

three parameters ðkc;Ti;Td Þ that must be tuned.

Conversely, IMC is a model-based feedback control

approach where the inverse transfer function of a

(hopefully simple) model of the system is multiplied by

additional poles at 1=l where l is the time-constant of
the IMC controller that must be tuned to achieve good

response. In order to account for errors present in the

simplified model of the system used for the controller,

the feedback signal in IMC is the difference between the

measured response of the real system and the response

predicted by the model. In the case of jet vectoring

control, Rapoport et al. [97] developed a model of the

system experimentally by fitting the measured transfer

function to an appropriate rational polynomial. After

doing so, Rapoport et al. [97] conclude that the resulting

IMC controller is simpler than PID control with fewer

parameters (1 versus 3) that must be tuned while both

controllers have equivalent performance. Thus, the

advantage of IMC, and model-based control in general,

is that by capturing some of the relevant physics within a

model, a simpler controller design with fewer unknown

parameters results. Classical feedback control has also

recently been applied to control acoustic noise from

cavity flows [99,100] yielding a 7 dB noise reduction

of the primary resonant mode. Model-based control

for cavities is also underway with both physics-based

[101] and experimentally based [100] models under

construction.

In model-based control, one leverages knowledge of

the physics of a system, in the form of a model, in order

to simplify controller design. This philosophy can be

taken to the limit where an optimal controller is

constructed that fully exploits the physics encoded in a

model and this is the approach taken in modern control

theory.

3.2.4. Modern control theory

Modern control theory is distinguished from classical

control theory in that it provides a systematic means of

constructing (or synthesizing) closed-loop feedback

control laws for multiple-input/multiple-output systems

that explicitly account for both model uncertainty and

external disturbances. An essential ingredient in modern

control theory is the use of a model that serves to

estimate the state of the system (i.e. the estimator shown

in Fig. 8) given limited measurements. A control is then

determined from this estimated state which is then fed

back to the system. The combination of the estimator



ARTICLE IN PRESS

+

System

Controller

u(t) y(t)

Estimator

x(t)~

w(t)

r(t)

Fig. 8. Modern-control block diagram.

S. Scott Collis et al. / Progress in Aerospace Sciences 40 (2004) 237–289252
and controller yields the compensator as shown in Fig. 8.

Ideally, one would like the compensator to perform well

even when the system is subjected to external distur-

bances, shown as wðtÞ in Fig. 8. One of the most useful

results of modern control theory for linear systems is

that for a given model (estimator) one can synthesize a

controller that has desirable physical properties (e.g. mi-

nimizes drag or unsteadiness) even in the presence of

external disturbances, w, that excite the closed-loop

system.

The system model for the estimator can be written as

_bx ¼ bAbx þ bBu þ bDw  Lðy  byÞ
by ¼ bCbx
where the quantity y  by drives the estimated state

measurement, by, to match the actual state measurement,

y. The control is then based on feedback of the state

estimate

u ¼ Kbx
where K is the controller feedback matrix and L is the

state-estimation feedback matrix. The goals of modern

control theory are to find K and L such that the

estimator feedback drives the estimated state close to the

actual state and the controller feedback drives the actual

state to a desired condition. When the disturbances w
are taken to be worst-case disturbances then the

approach is referred to as H1 control design and the

interested reader should consult [72,82,102] to learn

more about the theory ofH1 control. In principle,H1

control provides means of accounting both for un-

certainties in the model of the system as well as

unknown environmental disturbances. Bewley [65]

provides a comprehensive review of H1 control design

in the context of transition and turbulence control in the

planar channel, while Bewley and Liu [33] present in-

depth results for a transitional flow problem. This work

has recently been extended by converting the feedback

and estimation matrices from frequency space to

physical space leading to spatially localized convolution
kernels that may play an important role in design of

distributed control systems [103].

A special case of H1 control occurs when the

external disturbances are assumed to be Gaussian white

noise and the result is referred to as H2 control, also

called linear-quadratic Gaussian (LQG) control [104].

Unfortunately, with LQG control there are no guaran-

tees that the resulting controller will be stable for all

possible external disturbances [72]. In practice, when

using LQG control design, one needs to ensure that

adequate gain and phase margins are available. A

technique to overcome this limitation of LQG control

has been developed called LQG/loop transfer recovery

(LQG/LTR) [72]. LQG/LTR is similar to H1 in that

one simultaneously designs both an estimator feedback

matrix and a control feedback kernel such that the

resulting controller approximates the properties of full-

state feedback using linear-quadratic regulation (LQR)

[72]. LQR with full-state feedback provides well-known

stability margins therefore providing a degree of

robustness that, under certain conditions, can also be

achieved using LQG/LTR. LQG/LTR control synthesis

has been successfully applied by Cortelezzi and Speyer

[105] to control transient growth in two-dimensional

transitional channel flow. Likewise, Lee et al. [106]

applied LQG/LTR control synthesis, based on reduced-

order model of the linearized Navier–Stokes equations

for Poiseuille flow, to turbulent channel flow at Rt ¼

100 and drag reductions in the range of 10–17% were

obtained.

3.2.5. Issues in closed-loop control

For all of the control system design strategies

considered so far, an essential ingredient for success of

a control system is the availability of an appropriate

model of the state. In the case of heuristic control, this

model may just be a intuitive idea of how the flow

behaves without requiring a concrete mathematical

model. At the other extreme, modern control theory

requires a mathematical model of the state for use in the

estimator. Of course, any model used within a control

system typically must be significantly less expensive to

solve than the full-state equations while still providing

reasonably accurate predictions. Such reduced-order-

models (ROM) are of particular importance in flow-

control systems since fluid flows tend to be high-

dimensional and highly nonlinear. A number of

approaches to ROM for problems in fluid systems have

been explored and these are discussed in more detail in

Section 3.4. The formulation of ROM and accounting

for errors associated with model reduction remain active

areas of research.

Another important issue in formulating closed-loop

control for active flow control is in accounting for the

effect of transient growth of stable modes. As mentioned

above, Joshi et al. [81], in their application of PI control
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to transitional channel flow, found that the transient

associated with the startup of control led to an

unobservable transient response that could grow large

enough to trigger turbulence. Since flows can be very

receptive to transient disturbances [74], it remains a

challenge in control system design to ensure that the

control itself does not initiate new, undesirable flow

states. This is particularly true in the context of classical

control theory which, since devised in the frequency

domain, focuses on the time asymptotic response of a

system with the transient response verified (and possibly

tuned) a posteriori. On the other hand, modern control

theory directly accounts for transient effects due to

eigenmode non-normality by working with norms of

transfer functions and the recent work of Bewley and

Liu [33] and Lee et al. [106] demonstrates that transient

growth can be controlled with modern control designs.

Because of the importance of non-modal, transient

growth in fluid systems it seems likely that modern

control theory will continue to be an active area of

research for active flow control design.

Related to this is the issue of robust control. In

traditional control design, robustness is determined after

the fact by verifying that there are adequate stability

margins. Modern control, either H1 or LQG/LTR,

have built in robustness properties that not only account

for unknown environmental disturbances but also for

uncertainties and errors in the models used to estimate

the state dynamics and both of these issues are of

particular importance to active flow control systems.

Flow control systems will be subjected to freestream

turbulence, surface roughness, acoustic disturbances,

etc. Likewise, mathematical models of fluid systems are

often highly truncated so that the effect of unresolved

scales must be approximated through models of the

Reynolds or subgrid-scale stresses and the errors and

uncertainty in these models must be accounted for.

Again, modern control theory (H1) is attractive from

this point of view in that it provides direct means of

incorporating model uncertainty. Of course, this does

not come for free—modern control synthesis is expen-

sive to perform and techniques to improve the efficiency

of modern control synthesis for large-scale problems are

desirable.

A final issue that needs to be addressed is the role of

nonlinearity and its impact on a feedback control

system. All of the approaches we have discussed so far

are designed specifically for linear problems, although in

practice such linear control rules are often successfully

applied to nonlinear problems. A common example is

that of an airplane autopilot. Airplane dynamics are

governed by a six degree of freedom coupled system of

nonlinear ordinary differential equations. However,

autopilots are routinely designed and successfully

executed based solely on linear control theory. One

common justification for this is that is it desirable for
safety, comfort, and performance if the aircraft remains

in smooth flight so that deviations from smooth flight

should be small. Of course in practice there may be

situations where large disturbances are unavoidable

(such as a thunderstorm) so that another control system

(the pilot) may be required.

While smooth flight is fortunately the norm for

aircraft, smooth flow (i.e. laminar flow) is quite

uncommon in fluid systems. In fact, most engineering

flows are turbulent and it is not clear to what degree

such an inherently nonlinear process like turbulence can,

in general, be controlled using linear control theory.

While there has been success in using linear control for

wall bounded turbulence ranging from simple opposi-

tion control [83,87,107] to modern control theories

[103,106], it seems likely that this success is due, in part,

to the importance of linear processes in the near-wall

region [94,95]. Whether linear processes play an equally

important role in other turbulent flows, such at jets and

wakes, is an open issue. Fortunately, the design of

control systems directly for nonlinear systems is an

active area of research. While the authors are unaware

of such nonlinear control theory applied to flow control

problems, a control approach that can and has been

applied directly to nonlinear problems is that of optimal

control.

3.3. Optimal control

The previous section focused exclusively on linear

feedback control. Here, optimal control as a general

framework for flow control of nonlinear systems is

considered. Not only can optimal control be used to

construct locally optimal open-loop control distribu-

tions for the full nonlinear equations of motion, but

optimization can potentially also be used for the optimal

design of practical feedback control systems, even in the

nonlinear setting. For linear problems, LQG [104] and

H1 [82] control design are both based on the solution

of specific linear-quadratic optimization problems.

3.3.1. Optimal open-loop control

The most common application of optimal control

theory to flow control problems is to find optimal open-

loop controls that minimize a specified objective

functional. Optimal control methodologies have been

applied to a variety of steady or simplified flow control

problems involving drag reduction, flow and tempera-

ture matching to provide more sophisticated flow

control strategies in engineering applications. The

papers [108–115] represent a small sample of the work

on adjoint methods for the optimization of unsteady

flows and the reader is referred to the introduction in

[116] for a brief review of some of the recent work in this

area as well as a discussion of some of the important

issues that arise when applying optimal control to
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unsteady flows. The mathematical nature of optimal

control theory makes it amenable to the derivation of

mathematical theorems related to existence of solutions

and well-posedness of the problem. However, only

partial results of this type are possible in three-

dimensions since, in this case, the Navier–Stokes

equations themselves do not enjoy a full theoretical

foundation; in two dimensions, a complete theory is

available for incompressible flow. The reader is referred

to references on optimal control theory [108,117–120]

for details.

In optimal control, one begins by postulating a family

of desired controls and an objective functional (e.g.,

stress over a region of an airfoil). Then, through a

formal minimization process, one derives a set of

differential equations, and their adjoints, whose solution

produces the optimal actuator profile (among the

specified set). This procedure is referred to as the

optimize-then-discretize approach. A second approach,

called discretize-then-optimize, involves first discretizing

the original state equations and objective functional and

then performing the minimization procedure at the

discrete level. In general, these two approaches lead to

different results (see, e.g., [121,122]) and both ap-

proaches have been used in the literature. Further

research is required to provide guidance as to which

approach is better and to ensure that solutions, using

either approach, converge to the solution of the original

infinite-dimensional problem as the discretization is

refined. Since the state equations for flow control

problems are typically nonlinear, the solution to the

full optimality system (state and adjoint equations) is

accomplished using some form of iterative gradient-

descent method such as the nonlinear conjugate gradient

algorithm. The performance of such algorithms depends

on the inner-products used to define the adjoint

equations which effectively serve as preconditioners

and further details can be found in Collis et al. [116].

Another important, and related, topic is the selection of

an appropriate family (or space) of controls and the

enforcement of sufficient regularity (i.e. smoothness) of

the control in the objective function. Control regularity

can impact both the ability to solve the optimal control

problem as well as the physical realizability of the

resulting control distributions [110,116]. Finally, it is

important to emphasize that gradient-descent algo-

rithms only converge to local minima that depend on

their initial starting point. Thus, there is no guarantee of

finding a globally optimal solution using these ap-

proaches. In an engineering application this may not be

of paramount importance as long as the performance

(i.e. reduction in the objective functional) is sufficient at

the local minima.

The optimal control technique described above

provides a locally optimal open-loop control that

minimizes the prescribed objective functional. As such,
it does not directly provide the real-time control that is

ultimately of interest for engineering applications.

However, by systematically computing an optimal

control within specified tolerances, for a given objective

function, it is possible to use such results to guide the

development of control strategies (active or passive).

Optimal control allows a determination of the benefits

of different objective functionals (which guides sensor

system design) and provides insight into the spatio/

temporal structure of the control (which can guide

actuator design). Likewise, this coupling between input

and control provided by optimal control theory can be

built into a neural network, or other type of self-learning

system, to allow effective control over a wide range of

input parameters.

An early example of optimal control applied to

unsteady flows is the work of Joslin et al. [30,123] on

boundary layer transition suppression. Joslin et al. [30]

coupled the time-dependent incompressible Navier–-

Stokes system with the adjoint Navier–Stokes system

and optimality conditions from which optimal states

(i.e., unsteady flow fields and controls) were determined.

Although the approach is sufficiently generalized so that

separation control or other problems of interest may be

solved, Joslin et al. [30,123] focus on boundary layer

transition suppression.

Others have used a similar methodology for drag

reduction in planar turbulent channel flow [65,124,125]

using DNS. Similar results have been also been obtained

using LES with the dynamic subgrid-scale model by

Collis et al. [126], Chang and Collis [127], Chang [128]

and both the evolution of drag and turbulent kinetic

energy from this study are shown in Fig. 9. At this low

turbulence Reynolds number, optimal control is able to

return the flow to the laminar state for sufficient large

optimization intervals, T. This is to be compared with

opposition control (see Section 3.2.2) where only a 26%

drag reduction is obtained [107]. The use of LES versus

DNS to model the state for this problem led to factor of

5–10 savings over the DNS study of [125] with no

significant change in the performance or spatio/temporal

structure of the control. An important element in the

success of LES in predicting this controlled flow is that

the dynamic subgrid-scale model can adapt to changes

in the flow due to the presence of control. Referring to

Fig. 9 for Tþ425 the control effectively suppresses the

turbulence and the dynamic model automatically turns

off as laminar flow is approached. An important

issue for reduced-order models for use in controlled

flows is that such models must be able to adapt to

changes in the flow dynamics due to the action of

control. The work of Collis et al. [126] highlights both

the potential for and important issues associated with

reduced-order modeling (and LES in particular) for use

in optimal control and this is discussed in more detail in

Section 3.4.
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3.3.2. Issues in optimal control

There are a number of formulation and implementa-

tional issues that must be addressed when performing

optimal control including boundary conditions, gradient

accuracy, and computational expense.

Care must be exercised in the implementation of the

coupled state and adjoint equations, especially with

regard to boundary conditions. Fig. 10 summarizes the

issues pictorially for a spatially evolving flow like that

studied in [30,123]. The coupled system involves the

Navier–Stokes equations which are solved forward in

time and the adjoint Navier–Stokes equations that are

solved backward in time. The actuator introduces

control authority (suction/blowing velocities) and sensor

assesses the state of the control in the Navier–Stokes

equations. These roles are reversed for the adjoint

system. In Section 4.7 considerable discussion is focused

on outflow conditions because wave reflections can

easily occur with improper implementation of the
boundary conditions. This issue is compounded now

that the problem deals with inflow and outflow

conditions for both the state and adjoint systems, and

appropriate non-reflecting conditions must be used for

each. In [30] the need for non-reflecting outflow

conditions was avoided by selecting the time-interval

short enough to prevent waves from reaching the

outflow boundary. Recently, Dobrinsky and Collis [39]

formulate and implement appropriate buffer conditions

for use as outflow conditions for both the state and

adjoint Navier–Stokes equations with good results

obtained.

Challenges associated with boundary conditions for

the state and adjoint equations are exacerbated in the

context of optimal control of unsteady compressible

flows where acoustic waves (and adjoint acoustic waves)

can easily be reflected and even created by inexact

boundary conditions. Non-reflecting boundary condi-

tions based on both characteristic decompositions and

sponge regions have been applied with success for both

discretize-then-optimize [116] and optimize-then-discre-

tize [129] adjoint formulations. Not only are far-field

non-reflecting conditions important, but one must also

implement stable and accurate near-field boundary

treatments for use in modeling the control and Collis

et al. [129] present an approach suitable for use in high-

order accurate, central-difference discretizations of the

compressible Euler equations. Based on the formulation

and implementation presented in [110,116,129], Collis et

al. [130] have successfully applied optimal control to

reduce the sound generated by a model blade–vortex

interaction and a 13 dB reduction is obtained over the

spatial region of interest. This work represents the first

use of optimal control applied to unsteady compressible
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flows. The application of control (whether optimal or

feedback) to unsteady compressible flows is a ripe area

for future research.

As a final point on the use of optimal control, it is

important to note that such capability does not come

without cost. From an implementation viewpoint, the

coupled system can be quite challenging to solve for

three-dimensional large-time horizon problems. The

adjoint system requires that the velocity field obtained

from the Navier–Stokes equations be known in the

computational domain for all time. For large three-

dimensional problems these storage requirements can

quickly become prohibitive and sophisticated storage

management techniques must be utilized [109,112,131].

Given the large spatial domains for three-dimensional

problems, it is also likely that the length of time over-

which one optimizes may have to be artificially

truncated in order to make the problem tractable. In

this suboptimal control setting, one typically solves

multiple optimization problems in a sequential manner

in time. This, in fact, is the approach used by Bewley et

al. [125] and Collis et al. [126] for the channel flow

problem discussed above where the optimization inter-

val is Tþ as shown in Fig. 9. In some cases this approach

has been taken to an extreme where the optimization

interval is exactly one time-step of the numerical

simulation [132,133] and this is sometimes referred to

as instantaneous control. Recently, Heinkenschloss [134]

has shown that instantaneous control can be thought of

as one pass of a Gauss–Seidel method for a large-time

linear-quadratic control problem. This opens the door to

new optimization algorithms where instantaneous con-

trol serves as a preconditioner to more efficiently solve

the original large-time optimization problem. Such

research holds promise for future applications of

optimal control to large-scale flow control problems.

It is also important to point out that most if not all

current research on optimal control theory applied to

flow control has been performed numerically. While the

examples discussed above went to great lengths (either

DNS or well-resolved LES along with extensive grid

refinement studies) to ensure the fidelity of their

predictions, nevertheless, experimental validation is

lacking and extension of these approaches to the

laboratory setting remains a significant research chal-

lenge.

3.4. Reduced-order modeling

In all of the control strategies discussed above, some

form of model or surrogate of the system to be

controlled is required. In the case of heuristic control,

this model may just be a intuitive idea of how the flow

behaves without requiring a concrete mathematical

model. Conversely, optimal control requires a full

mathematical model of the system while feedback
control requires something in between. Clearly, if one’s

eventual goal is the real-time control of a fluid system

then very simple models will be required as real-time

solution of the Navier–Stokes equations is untenable for

the foreseeable future (see Section 4.2). Thus, the

objective of a reduced-order model (ROM) is to capture

the essential physics of the flow under control while

reducing the expense associated with solving the model.

For fluid systems there are a variety of approaches

that can be taken to construct ROMs and they can be

broadly categorized a being based on either: physics,

mathematics, or data fitting. Of course, in practice a

ROM may be a hybrid of one or more of these

approaches.

3.4.1. Physical

Physics-based approaches to reduced-order modeling

include many of the techniques for modeling and

simplification commonly used in fluid dynamics analy-

sis. A hierarchy of such models can be made (roughly in

order from low to high fidelity): potential flow analysis,

vortex methods, boundary layer equations, parabolized

stability equations, Euler equations, harmonic linearized

Navier–Stokes equations, RANS, detached eddy simu-

lation (DES), and LES. Each of these are approxima-

tions to the full Navier–Stokes equations and each can

serve as effective ROMs under appropriate conditions.

Other common reduced physics models include: incom-

pressible versus compressible flow, two-dimensional

versus three-dimensional flow, inviscid versus viscous

flow.

The model reduction in physics-based ROM is

accomplished by neglecting certain physical processes

that can potentially occur but are thought not to be

important for the system under consideration. Selecting

an appropriate physics-based model requires careful

consideration of the relevant physical processes active in

a given flow and for a complex engineering flow, this

may be very difficult. If an inappropriate model is

selected, there is typically no easy way to bring in

additional physics. For example, if a boundary layer

separates the boundary layer equations become ill-posed

and one cannot correct the situation without returning

back to the full Navier–Stokes equations in the vicinity

of the separation. On the positive side, physics-based

ROMs can be very efficient to solve (vortex methods,

parabolized stability equations, etc.) so that there is

some chance that they could be used in near real-time

control applications.

A nice application of physics-based modeling to a

relevant flow-control applications is the work of Rowley

et al. [101] who developed a physics-based model of

sound generation in cavity flows using linear stability

theory and simple wave propagation. Feedback control

of this model demonstrated the same peak splitting

phenomena observed in experiments [100,101].
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On the other end of the fidelity spectrum is the use of

large eddy simulation (LES) as a ROM [126,128,135].

Typically, in a well-resolved LES one expects about an

order of magnitude reduction in computation expense

compared to DNS. While this reduction is nowhere near

sufficient to make LES available as a real-time model

(see Section 4.2), it does, however, make LES advanta-

geous as a ROM for control system design including

optimal control/design. In 1998, Collis and Chang [136]

pioneered, to the best knowledge of the authors, the use

of LES based on the dynamic subgrid scale model as a

tool for flow control simulations. Subsequent publica-

tions [126,128,135] validated LES for control of near-

wall turbulence as well as significantly extended the

range of Reynolds numbers for which turbulence control

simulation had been performed [107]. A key observation

of this research has been that any turbulence model

applied to a controlled flow must respond in a reason-

able way as the flow is modified by the action of the

control. For this purpose, Collis and Chang [136] used

the dynamic model and found that it successfully

responds to changes in the flow due to control. Collis

et al. [126] provide a review of LES as a ROM for both a

simple feedback control strategy (opposition control) as

well as optimal control. Results for optimal control

using LES were presented in Fig. 9 where LES is used

exclusively, both as the state model, and in computing

the control through the adjoint of the LES equations.

Whenever using a model within the context of optimiza-

tion, one must make sure that the resulting control is

viable for the full state model. Fig. 11 shows the drag

and turbulent kinetic energy histories for optimal

control using DNS, LES and a hybrid of LES and

DNS. In the hybrid approach, all optimization is

performed on the LES model. Once the optimal control

is computed on a given time horizon, the flow is then

advanced using DNS with that control input. In this

context, LES serves as a ROM for use in optimization.

As seen from the results in Fig. 11, the hybrid LES/DNS

results are nearly identical to optimizing the full state

model (DNS).

Taking advantage of the added efficiency of LES,

Chang et al. [107] studied opposition control in a planar

channel flow for Reynolds numbers up to Rt ¼ 720

which is 4 times higher than available DNS results

[83,87] and is large enough to be free of the most

obvious low Reynolds number effects [137]. Results

from this investigation are given in Fig. 12 which shows

the computed drag reduction for opposition control

with changes in both the sensing plane location, yþs , and

turbulence Reynolds number, Rt. The main conclusion

is that as Reynolds number increases from Rt ¼ 100 to

720, drag reduction for the controlled flows drops from

26% to 19% indicating that opposition control is less

effective at higher Reynolds numbers. To make matters

worse, Fig. 13 plots the ratio of power saved, due to
drag reduction, to power input to perform the control.

Regardless of which measure of the power input [107],

the ratio of power saved to power input reduces by a

factor of 5 when Rt is increased from 100 to 720 making

the conservative estimate of the power-saved to power-

input only 10 at the highest Reynolds number. All

additional loss mechanisms (mechanical and electrical)

must still be accounted for. This example provides a

good reminder that caution must be used in developing

flow control strategies using low Reynolds number DNS

while also indicating the important role of high-fidelity

reduced order models, such as LES for flow control

research. We expect LES, DES, and potentially hybrid

LES/URANS (see Section 4.3.2) to play an even more

important role as ROMs in free-shear flows where the

distinction between large and small scales is greater.

3.4.2. Mathematical

Mathematical approaches to constructing ROM

typically begin by selecting an appropriate set of basis

functions. The flow-field is then formally represented

by a linear combination of these basis functions and
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a Galerkin projection of the governing equations (e.g.,

the Navier–Stokes equations) for a truncated set of these

basis functions is performed (see e.g., [138]). In most

cases, the basis functions only represent the spatial

structure of the flow so that the Galerkin projection

results in a set of coupled, nonlinear ordinary differ-

ential equations that must be solved for the temporal

amplitude functions corresponding to each basis func-

tion. However, one can also envision circumstances

where the basis functions may also include the temporal

structure of the flow [e.g. Fourier modes for a (nearly)
periodic flow] which would result in a coupled system of

nonlinear algebraic equations.

It is important to realize that the steps outlined here

are exactly the same as those typically done for many

numerical discretizations of PDE’s including spectral

methods and finite elements. As such, many of the same

issues discussed in Section 4 including nonreflecting

boundary conditions, turbulence (subgrid-scale) models,

and small-scale actuator modeling must also be ad-

dressed in this context.

The key difference between traditional Galerkin

discretizations and Galerkin ROM’s is in the selection

of the basis functions. In a discretization method, the

basis functions are typically chosen a priori such that the

resulting numerical method has a desirable compromise

between accuracy, numerical efficiency, and geometric

flexibility. Conversely, basis functions for ROM are

typically chosen a posteriori based on prior experimental

or numerical data. The overriding goal in selecting a

basis for ROM is to capture the relevant physics of a

flow using the fewest number of basis functions thus

leading to the greatest reduction in model size (i.e. the

fewest number of equations and unknowns).

Before discussing specific examples, there are several

key issues/questions that should be kept in mind: (1)

How does one intelligently select a basis that captures

just the important physics, (2) How should the influence

of neglected scales/physics be accounted for, (3) How

can a basis/model be adapted to account for changes in

physics as a flow is controlled.

A classic example of a mathematical technique for

ROM is the Karhunen–Loeve [46,47] expansion or POD
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[45] as it is more commonly referred to in the fluid-

mechanics community (see also Section 2.6). The POD

constructs an orthogonal basis (often called POD

modes) that are optimal in an energy (L2) norm. In

other words, the POD modes can be ordered in terms of

energy content, where the first POD mode contains more

energy than any other mode and so on. The first few

POD basis functions often capture a significant percen-

tage of the flow energetics thus suggesting that a

truncated POD basis may be a promising approach to

constructing ROMs.

In the context of simple laminar flows, there have

been several successful applications of POD-based

ROMs for flow control [139–141]. However, in these

investigations the dimension of the original system was

small so that a highly truncated POD basis was

successful. For turbulent flows, where the inherent

dimensionality of the system is large, the potential of

POD for constructing ROMs is not as clear. However,

the work of Lumley and colleagues [142] provides a link

between low-dimensional dynamical systems and the

dynamics of coherent structures, including bursts and

sweeps in near-wall turbulent flows. The success of POD

in representing the dynamics of near-wall flows has

prompted the development of POD-based ROMs (see

e.g., Ref. [142–148]) that could be used in the context of

turbulence control [64,149].

One of the potential limitations of POD (and other

related methods for ROM) is that the basis functions are

intrinsic to a particular flow so that as a flow is modified

by the action of control, the POD basis (and the ROM

based on that POD) must also change. Thus, a ROM

constructed from a subset of POD basis functions for

one particular flow, often taken to be the uncontrolled

flow, would certainly not be optimal and may not even

successfully represent the dynamics of the controlled

flow under some circumstances [139,140,149–151]. This

in turn calls for an adaptive POD basis for use in ROMs

to prevent reductions in model effectiveness.

The recent work of Prabhu et al. [151] highlights the

influence of two wall-boundary control strategies

[opposition control ðyþs ¼ 16Þ which results in a 25%

drag reduction and optimal control with ðTþ ¼ 36Þ

which yields 40% drag reduction] on the POD basis for

turbulent channel flow. Results from this study are given

in Fig. 14 which shows a highly energetic POD ‘‘roll’’

mode that is related to the counter-rotating streamwise

vortical structures commonly observed in near-wall

turbulence. Although the POD modes are, in general,

complex valued, for roll modes the streamwise and wall

normal components are purely real whereas the span-

wise component is purely imaginary. For the roll-mode

shown in Fig. 14, the peak of the streamwise component

occurs at around yþ � 20 for the no-control and yþ �

30 and � 43 for the opposition control and optimal

control flows respectively. This upward shift corre-
sponds to the development of a so-called ‘‘virtual wall’’

in the controlled flows that is more clearly seen in Fig. 15

which shows velocity vectors for the same POD mode in
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a crossflow plane for all three cases. A solid horizontal

line is used to highlight the location of the ‘‘virtual wall’’

for the two controlled flows. While the large-scale

features of the roll-mode shown in Fig. 15 are un-

changed by the presence of control, a close comparison

does reveal subtle changes in the vector fields near the

wall and these small changes are responsible for the drag

reduction obtained for the two controlled flows [151].

The primary conclusion of Prabhu et al. [151] is that

efforts to construct low-dimensional models based on

POD are hindered by the fact that a POD basis is

intrinsic to a given flow. For flows that employ less

effective control strategies (such as opposition control),
a low-dimensional model based on the no-control POD

basis may perform adequately for small number of

modes although model errors increase with increasing

number of modes. Since POD captures the energetic

structures pertaining to a given flow and control

strategies either directly or indirectly manipulate such

structures, the basis sets for each of the flows considered

differ in the location and energy of the dominant

structures. Hence, constructing reliable low-dimensional

models for controlled flows by employing no-control

POD eigenfunctions will require some form of augmen-

tation to include the effects of the control. Further

research is required to establish automated means of

augmenting or altering no-control POD bases to use as

ROM’s for controlled flows. One such approach is based

on an iterative improvement in the POD basis using the

method of snapshots [139].

Recently, Du et al. [152] have begun work on

centroidal Voronoi tessellations (CVT) which, similar

to POD, can be used to construct an ‘‘optimal’’ reduced

basis for use in ROM. While POD requires the solution

of an eigenvalue problem the size of the number of

samples in the reference database, CVT does not,

making it potentially more tractable for large systems.

Likewise, CVT is more amenable to adaptively changing

the reduced basis which, as discussed above, is critical

for flow control applications Finally, CVT can be

combined with POD and this appears to be an

interesting research direction [153].

We conclude by returning to the key issues in ROM

construction mentioned above. Selecting a suitable basis

that somehow captures the important physics of a flow,

while neglecting everything else, is a critical step. Proper

orthogonal decomposition provides one means of doing

so that is optimal in the energy norm. However, for

many flows this may not provide sufficient model

reduction. For example, to capture 65% of the kinetic

energy in turbulent channel flows requires 500 POD

modes [151]. Although this is a dramatic reduction in the

total dimension of the system (an LES of this flow

typically uses � 150; 000 degrees of freedom), it is

difficult to build an efficient reduced order model based

on global POD eigenfunctions that captures a significant

fraction of the energetics for wall-bounded turbulence.

Omurtag and Sirovich [154] have developed models for

channel flow based on several hundred POD modes that

do exhibit reasonable quantitative predictions of near

wall dynamics but the size of these models still limits

their use for real-time predictive control. Likewise, it is

not clear that kinetic energy is the best (or only) measure

that should be used to identify physically important

modes in a flow. The BiGlobal instability modes

discussed in Section 2.2 may provide a closer coupling

to important physics in a flow. Likewise, bases derived

for other norms (such as entropy) or local bases

(constructed over a limited spatial region of a larger
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flow [151,155]) may prove more useful in flow control

applications.

Although we have already discussed the key issue of

adaptive basis selection, an issue that we have not yet

discussed is that of modeling neglected scales. The key

idea of ROM is that one only explicitly carries

important scales, which, of course, implies that many

other scales of motion are neglected. While neglected

scales many not directly contribute to physical processes

(e.g., drag, mixing, and sound production) they indir-

ectly influence these quantities through nonlinear inter-

actions. This issue is at the heart of the classic turbulence

closure problem and is the impetus for turbulence

models in RANS and LES. When one uses a (highly)

truncated bases for a ROM of a turbulent fluid flow,

some form of model must be incorporated to account for

the indirect influence of neglected scales. Unfortunately,

much of the work in POD-based ROM has not included

a model for neglected scales and the ability of such

approaches for large space–time domains is question-

able. However, a promising approach to incorporating

such models within a mathematical ROM approach is

the variational multi-scale method originated by Hughes

et al. [156,157]. This approach naturally allows for

separate models to be incorporated at different scales

[158] and preliminary applications to controlled turbu-

lent flows have been promising [159].

3.4.3. Data fitting

This final category for ROM’s includes all methods

that are constructed as ‘‘fits’’ to a high fidelity model,3

be it an experiment or numerical simulation. Such

methods are particularly attractive for applications with

relatively few control variables, problems involving non-

smooth dependence of the flow on control parameters

(e.g., phase changes, shocks, and jumps to different

attractors), and problems where physical models are

unknown or unavailable.

A detailed review of all the possible data fit

approaches is beyond the scope of this discussion.

However, some examples of this approach applied to

flow control systems include:
�
 System identification for transfer function estimation:

[97,98,101];
�
 Neural networks: [88,160–162]; and
�
 Evolutionary algorithms: [163,164].

Other types of data fitting methods include response

surface construction using Taylor series, polynomial and

spline interpolants/regression, and Kriging interpolation

and these techniques have been used successfully in the

context of ROM for engineering optimization [165].
3Statisticians refer to data-fit methods as ‘‘emulators’’.
3.4.4. Issues in reduced-order modeling

Regardless of the approach used to construct a ROM,

a key issue is to strike an appropriate balance between

model complexity and accuracy. This tradeoff often

depends on the context in which a ROM is to be used.

For example, one may accept a more complicated yet

more accurate ROM for use in optimal design of a

control system while a ROM for use in a real-time

feedback control system will likely have to sacrifice

accuracy for efficiency.

In many control applications, one can make use of a

hierarchy of ROMs of varying accuracy/complexity with

most predictions done using low fidelity models with

infrequent ‘‘truth’’ evaluations with a high fidelity

model. The use of a higher fidelity ‘‘truth’’ model is

crucial to ensure that a control does not exploit a

weakness in a low-fidelity model. Rigorous techniques

for using model hierarchies are available in the context

of engineering optimization [166], and as such, are also

available for optimal design of active flow controllers

and this is an important area for future research.

Finally, for nonlinear systems, care must be taken to

ensure that physical processes that are ‘‘approximated

away’’ in a ROM are appropriately modeled. It may not

be sufficient to naively truncate a representation (such as

a POD basis) without modeling the indirect influence of

neglected scales/physics.
4. Issues in computational fluid dynamics

This section focuses on numerical issues (including

discretization, boundary conditions, and modeling)

associated with both baseline no-control and active

flow-control configurations.
4.1. Background and current focus

In 1976, Chapman [167] showed a progression of

computational fluid dynamics (CFD) capability with

time (Table 1). Using computer-speed forecasts, viscous

time-averaged and time-dependent CFD were projected

to be possible during the late-1970s and mid-1980s,

pending the resolution of the noted limitations. More

than 25 years after Chapman’s projections, accurate

time-dependent viscous calculations are possible only at

low Reynolds numbers and on somewhat simplified

configurations [168,169]. At high Reynolds numbers,

turbulence models are still required and some contro-

versy surrounds accuracy and interpretation of the

results in time-dependent flows in lieu of the inherent

assumptions in the various turbulence models. Signifi-

cant experience is required to obtain and interpret the

CFD solutions, lending to the assumptions and limita-

tions of any given code and methodology.
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Table 1

Status of computational aerodynamics [167]

Stage of approximation Readiness time period Limitations Pacing items

2D 3D 3D

Airfoils Wings Aircraft

Inviscid linearized 1930s 1950s 1970s Slender configurations

Used in current aircraft design Small angle of attack

Perfect gas

No transonic flow

No hypersonic flow

No flow separation

Inviscid nonlinear 1971 1973 1976 No flow separation Code development

Development nearly complete

Viscous time averaged 1975 1977 1979 Accuracy of turbulence

model

Turbulence modeling

Early stage of development

Viscous time dependent Mid 1980s Accuracy of Navier–Stokes

equations

Development of advanced

computers
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The challenge of CFD is now compounded with the

introduction of active flow control technologies, where-

by local (often large amplitude) actuation is employed

for control. However, experimental data suggests that

revolutionary performance improvements are feasible

with time-dependent (often periodic) actuation. The

potential of periodic actuation offers hope that current

tools (with some further development) can be used to

predict the performance benefits of active flow-control in

the near term. In the long run, design tools will require

time-dependent optimization capabilities to extend

active flow control to complex engineering applications

(see Section 3.3).

The design approaches that have led to the most

common operational applications (e.g., aircraft) have

coupled CFD analysis/design tools with considerable

experimentation. Such empirical designs are extremely

expensive, but have been necessary, given the inherent

limitations of current computational tools. If active flow

control technologies are to be applied to engineering

applications, then design and analysis tools must be

reliable, robust, and accurately capture the physics of

the actuator-induced flow phenomena. Because of the

inherent complexity of active flow control, some of

what is discussed below is conjecture, based on

experience, and will hopefully lead to some constructive

discussions and useful guidelines for future active flow

control activities. Some factual results are discussed for

configuration-type issues in Section 4.9. Re-iterating

from the introduction, this paper is not a review of all of

many important contributions involving CFD and

active flow control but rather an attempt to focus on

several isolated issues in a rather comprehensive

manner.
4.2. Methodology—uncertainty versus reality

Rarely are the Navier–Stokes equations directly

solved but rather they are numerically modeled. It is

the fidelity of this modeling that leads to the various

high-level categories of tools for baseline analysis and

for potential use in design and analysis of active flow-

control. These categories include Reynolds averaged

Navier–Stokes (RANS) equations, large-eddy simula-

tion (LES), direct numerical simulation (DNS). Recent

investigations by Spalart [170], Israel and Fasel [171],

Piomelli and Balaras [172] (to name only a few) clearly

show that these distinct categories are beginning to

merge into tools that take advantage of the merits of

each category. Such tools are sometimes termed hybrid

methods.

Whereas limitations of RANS reside in the turbulence

modeling, one can easily show that DNS is currently

limited to low Reynolds number flows and to a simple

geometries. These limitations arise for two different but

related reasons. By definition, DNS implies that all

relevant time and space scales in the flow should be

resolved. Turbulent flows have a range of scales that

depend on the Reynolds number. If ½U ;L;T � represent

the largest velocity, length, and time scales and ½u; l; t�
are the smallest scales, then the relationship [173]

between the smallest to largest scales is

l ¼ LR3=4; t ¼ TR1=2 and u ¼ UR1=4 ð7Þ

The number of grid points (coupled with the choice of

numerical method) typically dictates the computer

memory required for DNS, where one can assume

that the smallest scales can be represented with two

grid points. The length scale in Eq. (7) refers to
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one-dimensional problems. Therefore, for the three-

dimensional problems of interest in most applications,

the grid would involve order R9=4 grid points. Even if/

when the issue of complex geometry finds an acceptable

working solution, the above Reynolds-number scaling

remains the main obstacle, since DNS often involves

unattainable memory and computational speed require-

ments. Concerning memory, 3D simulations of solar

convection, for example, could require on the order of

1030 grid points [174]. Concerning performance, some

studies suggest that DNS could be attainable for flow

past an airfoil (R � 108) if teraflop (1012 flops)

performance is available and around a complete aircraft

(in theory) if Exaflop (1018 flops) performance is

available for the computation [174]. However, the simple

estimation of computer requirements to solve all scales

in a relevant turbulent boundary layer tends to suggest

DNS will not be available (in the near term) for full

configuration analysis [169]. Likewise, understanding

the reliability and interpretation of such massive

calculations remains a significant challenge even if one

could run them.

Clearly, DNS is not currently practical at high

Reynolds numbers and on full configurations. So active

flow control computations must rely on various levels of

CFD fidelity/modeling, depending on the physical

phenomena of interest and may also require additional

modeling and empiricism to achieve accurate active

flow-control solutions.

4.3. Governing equations

In the following, we focus on incompressible flows as

a starting point for discussions related to active flow

control. Of course, active flow control for high-speed,

compressible flows; chemically reacting flows; and even

flows of complex fluids is certainly of interest in

engineering applications. However, many of the key

issues in modeling active flow-control systems can be

discussed in the simpler setting of low-speed, incom-

pressible flow of Newtonian fluids and, where appro-

priate, we comment on issues related to more complex

flow systems.

The incompressible Navier–Stokes equations can be

written with the primitive variables (velocity and

pressure), velocity and vorticity, streamfunctions and

vorticity, or streamfunctions. As such, the number of

unknowns equals the number of equations and the

posed equations can be solved in either a deterministic

or a non-deterministic manner. The equations can be

spatially averaged to decrease computational cost, yet

the averaging process yields a system with more

unknowns than equations. Hence, the unclosed system

requires a model (e.g., turbulence, or subgrid scale) to

make the problem well posed. Such models are used in

RANS and LES approaches to CFD.
4.3.1. RANS approach

Typically, the closure problem is mitigated using zero,

one or two equation models for the Reynolds or

turbulence stress terms in the equations. Many produc-

tive models are available and are required for produc-

tion-type CFD applications (e.g., automotive, aircraft,

engine, etc. analysis). These models are validated, or

rather calibrated, for specific classes of flow problems

and typically are deficient when the flow conditions are

outside the range of calibration. Further, significant

scatter in the various turbulence models occurs and is

problem dependent; significant variation in the compu-

tational cost for the various turbulence model occurs

because of the model cost, numerical instability, and

complexities in the application (flow fields) [175].

However, in all fairness to the turbulence models,

implementations, coding, grid quality/density, and

evaluation practices add to potential uncertainties in

the RANS approach [176].

Taking active flow control into account, many

additional issues arise that have not yet been fully

addressed. Some of these include:
�
 Must higher-order moment terms be modeled and

used for closure for separated flows? Slomski et al.

[177] have shown that full Reynolds stress transport

models are required to match experimental trends for

the relatively simple application of steady-blowing

Coanda circulation-control. Two-equation models

(perhaps serendipitously) provided proper trends

with low blowing mass coefficients (Cmo0:1), but

drastically failed with moderate to high blowing

coefficients (Cm40:1). Presumably, the allowance for
anisotropic stresses in the full Reynolds stress

transport equations enabled a reasonable agreement

in the trends with experiments. However, this

presumption has not been verified by analyzing the

stresses.
�
 Typically, 2nd-order spatial and 1st- or 2nd-order

temporal methods are employed. Are 4th- or higher-

order spatial methods and 2nd- or 3rd-order tempor-

al methods required for the practical simulation of

dynamic, time-dependent flows given current compu-

tational resources? Carpenter et al. [178] did a

thorough analysis of the order of numerical schemes

toward unsteady CFD and flow control. Higher

than 2nd-order methods were clearly argued as

necessary to achieve the Reynolds numbers of

interest to most applications and to accomplish the

computations within a reasonable wall-clock time

budget.
�
 Is local automatic grid adaptation effective to resolve

the time-dependent dynamics in the flow in an

efficient way? With vortices being shed in a dynamic

manner from the configuration or actuation system,

some grid manipulation would most likely be
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required when three-dimensional configurations are

being considered. This adaptation figures into cost

effectiveness issue in active flow control.
�
 Should the current numerical methods be abandoned

in lieu of alternative approaches (e.g., vortex meth-

ods, if all above issues are answered positively)? This

is a controversial question with strong opinions in the

various groups on this issue. Likely a hierarchy of

methods is required with design/optimization per-

formed on low fidelity models and relatively few

evaluations of high fidelity models which serve as

‘‘truth’’ models. See Sections 3.4 for further discus-

sions along these lines.

Two attractive elements of the RANS approach

include: (1) many production-type codes exist within

the various applications industries and (2) solutions of

(even unsteady) cases can be cost-effective. But the key

open issue remains: do current implementations of the

RANS approach work for AFC?

4.3.2. LES approach

For LES, the governing equations involve spatially

filtered variables instead of the temporally averaged

dependent variables commonly used in RANS. As such,

the solution strategy seeks to resolve the unsteady large-

scale ‘‘structures’’ of the flow and model the small-scale

Reynolds stresses with a subgrid scale (SGS) model.

A variety of different models exist and the reader can

refer to Piomelli [179] for a discussion of LES and

SGS models. These models have been used to varying

degrees of success for many applications. However,

there are many unresolved questions concerning the

LES approach:
�
 Will grid resolution near the actuator approach

DNS?
�
 Many codes use 2nd-order spatial methods for

discretization. Are 4th- or higher-order spatial

discretization effective for efficient simulation of

active flow control given limited computational

resources?
�
 Are hybrid LES/RANS methods useful to achieve

affordable solutions whereby hybrid suggests some

portion of the flow uses LES and some portion uses

RANS? The transition from LES to RANS meth-

odologies is currently under development and Spalart

[170], Israel and Fasel [171], Piomelli [179] discuss

hybrid approaches. This hybrid approach would

typically use RANS or a wall function near the wall

and LES to capture some desired unsteady structures

away from the wall (e.g., wakes or vortex shedding).

However, this concept seems to contradict an

inception goal of LES. Namely, LES was ‘‘sold’’ to

remove RANS limitations near the wall so that near-

wall unsteady physics could be computed. Such is
particularly important for studies of acoustical

(noise) source prediction in the near-field of a

configuration. Furthermore, linking the LES-RANS

interface is non-trivial. For example, transitioning a

RANS region to a LES region in a boundary layer in

a wall-normal plane is as yet unproven. Essentially,

the RANS serves as an inflow boundary condition to

the LES region.
4.3.3. DNS approach

The direct numerical simulation (DNS) method

denotes solutions of the Navier–Stokes equations with

all space–time scales resolved. For linear hydrodynamic

instability studies, there might be only a few scales of

interest whereas, for the nonlinear transitional regime

and fully turbulent flows, there are many orders of

magnitude difference in the scales. Joslin [168] high-

lighted the many issues that may impact DNS for active

flow control of transitional boundary layers. Most of the

covered issues, including boundary conditions, numer-

ical issues, and active flow control approaches, apply

directly to the current discussion. Some of these issues

include:
�
 Are full or disturbance equations formulations

‘‘better?’’
�
 Should rotational, divergence, skew-symmetric, or

convective forms of the equations be used?
�
 What order of numerical approximation is sufficient

to capture the necessary features of the flow?
�
 Is it rational to use a temporal DNS approach for

active flow control when an actuator is involved in

the control?
�
 Can dissipative (i.e. upwind or stabilized) methods be

used, or must numerical methods achieve exact,

discrete kinetic energy conservation?

We conjecture: Probably 4th-order spatial accuracy

with 3rd- or 4th-order time-marching methods in a

spatial DNS approach will be required to capture

sufficient physical phenomena of the flow control

problem given current computational capabilities. The

temporal approach will have little utility in oscillatory

control problems where the spatial and temporal content

are both important near the actuator location.

4.4. Initial conditions

In this section, initial conditions are discussed for

RANS, LES, and DNS. Typically, there are two forms

of initial conditions for simulations of active flow

control studies. The first involves initializing the base

flow to an equilibrium condition while the second

initiates the actuator for control and both are discussed

below.
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4.4.1. RANS/LES initial conditions

For RANS and LES methodologies used for full

configuration flow fields (albeit at different Reynolds

numbers), the initial (pre-actuation) conditions can be a

variety of free-stream like conditions. The codes are then

run until an equilibrium flow-state is reached and the

residuals of the equations drop several orders of

magnitude. The steady or statistically stationary flow-

state then serves as the initial conditions for active flow

control simulations. The alternate is starting from t ¼ 0,

prescribed free-stream conditions are set as the initial

condition for active flow control simulations. Currently,

no study suggests converged solutions are obtained

‘‘quicker’’ in one set of conditions over the other. Here

attention of the reader must be drawn to the related

issue of the role of the BiGlobal/TriGlobal eigenspec-

trum in recovering steady or stationary basic states

[180]. Furthermore, the transients are likely very

different in the two different simulated flows.

4.4.2. DNS/LES initial conditions

The simulation can begin at time t ¼ 0 with no initial

condition or an analytical approximation to the steady-

state solution. Then at time t ¼ t þ Dt, disturbances can

be forced at the inflow.

Care must be taken so that the actuators are not

located too close to the inflow boundary to prevent

unwanted interaction between the actuator input and

the inflow boundary conditions. For example, one

(unpublished) study attempted to investigate an actua-

tor-induced flow with oscillatory excitation. Because the

actuator was too close to the upstream inflow, an

unphysical interaction between the actuator and the

inflow led to spurious disturbances far from the wall, yet

near the inflow. These numerical disturbances then

evolved in the flow as though they were physical. Care

must be taken in the selection of inflow and actuator

locations as well as the imposed conditions.

4.5. Wall-boundary conditions

The boundary conditions for RANS/LES/DNS ap-

plications most often used at the wall are

u; v;w ¼ 0 at y ¼ 0 ð8Þ

In theory this ensures a no-slip condition on a wall;

however, in practice it can be quite difficult to ensure a

divergence-free flow and no-slip on the wall simulta-

neously, as such a slip velocity may develop for some

time-marching algorithms. For DNS/LES, using a

Taylor series correction technique [181], this slip velocity

can be minimized (or reduced). For actuator-induced

boundary conditions, the order of accuracy may no

longer be higher order, unless some corrective technique

is introduced for the actuator models.
4.6. Free stream conditions

The far-field computational boundary must be suffi-

ciently far from the wall so that free stream conditions

can be enforced without artificially contaminating the

solution within the domain for all three methods and

their hybrids.
4.7. Outflow conditions

The rational use of outflow treatment differs between

RANS and DNS/LES and each are considered indivi-

dually below.
4.7.1. RANS outflow conditions

For RANS, the grids traditionally extend many body

lengths downstream, with ever expanding grid sizes.

With the current lower order methods and large grid

spacing, excess dissipation exists to suppress the flow

structures near the outflow boundary.
4.7.2. DNS outflow conditions

Joslin [168] highlighted a host of outflow boundary

conditions that have been used with DNS/LES, so this

discussion will not be repeated here. Summarizing,

typically a buffer or sponge region is appended to

the physical region of interest and disturbances are

‘‘prevented’’ from reflecting off the outflow location

[168]. With care, such conditions are quite effective

for most problems of interest. With the introduction

of actuator-induced effects, there is no reason to doubt

that these outflow treatments will be other than

satisfactory.
4.8. Actuator modeling

Aerodynamic design and integration have a whole

new set of challenges with the introduction of unsteady

flow control. One of these challenges is modeling the

actuator-induced flows for implementation as simplified

boundary conditions. The alternative would be coupling

a structural finite-element model of the actuator to the

CFD code or fluid model [182].

Consistent with oscillatory actuation, unsteady suc-

tion and blowing through the wall can be modeled as a

simple analytic function. Often, this approach is used as

a harmonic-source generator. An equal amount of mass

injected by blowing can be extracted by suction so that

no net mass is added. Although the disturbances may be

generated by random frequency input, disturbances of

interest can also be forced with known frequencies.

Essentially, this disturbance generator is a modification

to the no-slip boundary conditions that are convention-

ally used for the wall condition in viscous flow problems.
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Fig. 16. Peak exit velocity with lip thickness [186].
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An example of a simple boundary condition is

vw ¼ A sinðotÞf ðxÞðsinðfÞî þ cosðfÞĵÞ ð9Þ

where vw is the velocity vector at the wall, o is the

frequency of the disturbance of interest, f is the angle of

injection, and f ðxÞ is the spatial profile. In early studies,

f ðxÞ was assumed to be a half-period sine wave with a

shallow injection angle used to generate an oscillatory

wall-jet with only one temporal frequency forced.

Although these choices are somewhat arbitrary, in

practice they seemed to work rather well. In three-

dimensional simulations, the spanwise extent of actua-

tion may be an infinite slot/strip or a fixed length

actuator [183]. For small amplitude forcing, this velocity

forcing can mimic the motion of a physical diaphragm

[184]. However, the often used Neumann boundary

conditions for pressure may require modification on the

actuator region due to the unsteady imposed velocity

conditions.

For oscillatory control, Kral et al. [185] have shown

that a turbulent-like jet can be induced using such

simplified boundary conditions. By replacing the no-slip

condition on the actuator region with an analytical

boundary condition, the RANS solution showed a good

match with experiments and suggested a first order

suitability for zero-net-mass oscillatory excitation and

synthetic jets.

One might expect from looking at the many design

parameters of oscillatory actuators, that the flow exiting

the actuator opening (slot or hole) could be much more

complicated than Eq. (9). A more recent study [186]

clearly shows that the velocity profile induced with these

types of actuators is a function of the actuator operating

parameters and configuration parameters. The profiles

can be very different than a simple half-sine profile but

the major change occurs due to the interaction of the

actuator-induced flow with the external flow; this case has

not yet been thoroughly documented experimentally nor

its importance on differences between experiments and

computations. For example, shown in Fig. 16 are exit peak

velocity profiles with varied lip thickness for a particular

actuator concept. Some questions that need to be

answered for active flow actuator-induced flows include:
�
 Can the actuator modeling be decoupled from the

CFD analysis? Specifically, can mathematical models

for actuators be developed using bench-top labora-

tory experiments and introduced as boundary condi-

tions or source terms for the CFD? Or, is the

actuator-induced/boundary layer fluid coupling re-

quired to capture the flow phenomena? The RANS

results given by Joslin et al. [187] serve to provide

some evidence that neglecting some seemingly insig-

nificant features of the application (i.e., experiment)

can lead to irresolvable discrepancies in CFD/EFD

comparisons.
�
 What are the CFD requirements for oscillatory flow

control? This was addressed (yet not resolved) in

Section 4.2.
�
 What exit velocity profiles lead to optimal perfor-

mance benefits (e.g. profile, time variation, non-zero

mass flux as well)?
�
 Can analytical or empirical boundary conditions be

‘‘designed’’ for simple CFD implementation (or what

minimum actuator parameters are required for

CFD)? More specifically, do we know sufficient

information about the many types of oscillatory

actuators to determine the common important para-

meter selection? Some of the more obvious para-

meters include mass flow coefficient, angle of

injection, and injection/free stream velocity ratio.

However, what are the optimum injector lip shape

characteristics, does the driving mechanism (e.g.,

mechanical versus electromaterial) change the ob-

served induced flow, can different induced vibration

or acoustics impact the flow, etc.?
�
 Are the optimal parameters (e.g. lip thickness)

common to all oscillatory actuators? For example,

is it clear that thicker lips generate more developed

velocity profiles for all actuator designs?
�
 Must the exit be an adjustable opening (size, shape,

angle, etc)? Namely, can the actuator be designed for

primarily point-design operational conditions? The

answer is probably application dependent but would,

in most cases, require adjustable opening capability.



ARTICLE IN PRESS
S. Scott Collis et al. / Progress in Aerospace Sciences 40 (2004) 237–289 267
In addition to questions concerning the zero-mass-flux

oscillatory momentum generator, one should also
Fig. 17. Leading edge and upper surface notch.
question the functionality required in a numerical fluid

solver. Unsteady actuation assumes time-resolution in

the numerical schemes. Even though Kral et al. [185]

showed that the actuator-induced flow using RANS was

in good agreement with experimental data for mean

flows, one cannot assume that the RANS methodology

will be adequate for oscillatory control. Specifically if

the dynamics of the boundary-layer/actuator-induced

flows is dominated by the turbulence and not an

instability mechanism, then either RANS will not

achieve the prediction correctly, the results will be

happenstance, or the modeling parameters will need to

be adjusted to account for the new turbulence char-

acteristics.

4.9. Configuration issues

In this section, we focus on the issue of configuration

fidelity. This topic is common to DNS, LES, and RANS

and therefore, we simply address the topic without

subsections. Furthermore, this section is relevant to any

comparison between experimental and computational

solutions.

Specifically, how well does the computational model

of the configuration of interest mimic the model used in

the experiments? Broadly speaking, how well does the

entire computational approach mimic the experiment?

This question is the crux of whether the computed

baseline (no control) analysis matches (or fails to match)

the experimental data; therefore, a considerable portion

of this discussion will be devoted to this subject. Issues

to consider include:
�
 fidelity of model geometry,
�
 fidelity of wind tunnel geometry,
�
 flow tripping (transition),
�
 model surface roughness, waviness, discontinuities

(transition and separation),
�
 free-stream turbulence levels,
�
 pressure gradients,
�
 turbulence models.

A significant effort was expended on resolving the

above issues [187,188] comparing RANS solutions with

the two Seifert and Pack [189] experimental data sets. In

this section, we summarize the key findings of those

studies concerning configuration fidelity in the absence

of control.

4.9.1. Model 1

Fig. 17 shows the leading edge and trailing edge

regions of the configurations used in the Joslin and

Viken [188] study. The mid-chord regions for all airfoils

are the same and therefore not shown in Fig. 17.
A NACA0015 airfoil is used in the study to provide

reference point results. The finite thick trailing edge of

the NACA0015 airfoil matches the TAU0015. The

TAU0015 airfoil model was tested in a low-speed wind

tunnel at Tel-Aviv University (TAU). The model is a

NACA0015 airfoil modified in the leading-edge region

to accommodate an actuation slot. The airfoil had an

additional slot at the flap shoulder, x=c ¼ 0:75. Hence,
the airfoil configuration is referred to as the TAU0015

airfoil. The TAU0015 model had a 0.3645m chord, a

0.3% thick blunt trailing edge, and a 0.4% chord thick

notch at 76.6% chord that results from the flap/main

element connection used in a different experiment. The

actuation slot for the TAU0015 tests was located at the

leading edge and results in a 0.3% chord discontinuity

(shown as a straight horizontal line region in Fig. 17).

The modified TAU0015 (or TAU0015m) airfoil neglects

the mid-chord notch and smooths the discontinuity at

the actuator so that a structured-grid solver can be used

for the analysis [190,191].

The full unstructured Navier–Stokes two-dimensional

RANS code (FUN2D) [192,193] was used with the

Spalart–Allmaras (SA) turbulence model [194] and fully

turbulent flow. The unstructured grids were generated

using advancing-front point-placement with iterative

local re-meshing for grid quality improvement [195,196].

A fine grid was first used to determine the effect of the

geometric discontinuities on the aerodynamic perfor-

mance. The internal actuator cavity was not considered

for this study. The experimental conditions have Mach

number M ¼ 0:15 and chord Reynolds numbers of

R ¼ 1:2� 106.

Fig. 18 shows the computed lift coefficient (Cl) with

variation in angle of attack (a) for the NACA0015,

TAU0015, and TAU0015m airfoils compared with the

experimental data. For the NACA0015, the maximum

Cl and stall angle are 30% and 4� higher than the

experimental data, respectively. For the TAU0015m

airfoil, the maximum Cl and stall angle are 23% and 2�

higher than the experiments. These over-predictions for

the TAU0015m airfoil are consistent with earlier studies

[141,190] that used the same airfoil but a structured grid

and two different RANS codes. In closer agreement, the
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Fig. 18. Lift coefficients versus angle of attack (computed using

full simulation pressure distributions). [188].

Fig. 19. Lift coefficients with angle of attack, where simulation

Cl was computed using the same pressure tap locations as used

in the experiment. [188].

Fig. 20. Sketch of NACA0015/flap configuration [189]. Upper

plot shows flap shoulder slot design.
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computed results for the TAU0015 airfoil approach the

experimental results, overestimating the stall angle by 2�

and the maximum Cl by 9%. So the subtle differences

in geometry for the NACA0015, TAU0015m and

TAU0015 airfoils lead to large differences in the

computed stall a and maximum Cl.

No pressure spikes were measured in the wind-tunnel

experiments because no taps could be positioned on the

actuator. Therefore, the experiments could not capture

the additional pressure spike predicted in the computa-

tions. Based on this understanding of the experimental

data, the computed Cl were calculated by integrating the

pressure over the TAU0015 airfoil at points consistent

with the experimental pressure tap measurements. Only

the contribution from the leading-edge actuator dis-

continuity is excluded in this recalculated Cl. The latter

Cl–a curves are compared with experimental data in

Fig. 19. The computed maximum Cl is now over-

predicted by 2% compared with the experimental data

and the stall a’s are in agreement at 12�.

A comparison of the results from the various airfoil

configurations suggest that the mid-chord discontinuity

does not affect the aerodynamics of the wing in a

meaningful manner and can be ignored for more

efficient computations. Based on the later analysis of

Joslin et al. [187] discussed hereafter, the mid-chord

discontinuity is probably important when the separation

point starts from the trailing edge and approaches this

region. The leading-edge discontinuity significantly

affects the maximum lift performance; hence, the

integrity of the leading-edge notch discontinuity must

be maintained in the computations to achieve a good

match with the experimental data.

The analysis of computed performance versus experi-

mental data for the TAU0015 airfoil demonstrated that

consistency in determining lift and drag coefficient

quantities was important to achieve quantitative agree-
ment. The integration of computed pressure should be

constrained to regions of the airfoil consistent with the

pressure taps.

4.9.2. Model 2

Using a different configuration (shown in Fig. 20)

described by Seifert and Pack [189], Joslin et al. [187]

used single-block, multi-block, and Chimera structured

and unstructured RAN-S solvers and various turbulence

models to compare computed results with the baseline

and flow controlled experimental results. The results

clearly showed that the fidelity of the complete experi-

mental setup and numerical model are important in

order to reproduce the experimental results. In this

section, most of the results are new and were not
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included in the previous study by Hammond and

Redekopp [19]. All the current results use the compres-

sible CFL3D [197] RANS code with the Mach number

fixed at M ¼ 0:2 to approximate an incompressible flow.
Initial comparisons use the Spalart–Allmaras turbulence

model with second-order time advancement and second-

order spatial discretization.

For the initial analysis, the NACA/flap configuration

was studied in a free stream environment using a single-

block grid that extended 10 chord lengths around the

airfoil. Fig. 21 shows the total and near-airfoil region of

the grid. For this C-grid, two grids were used to assess

grid invariant solutions. First, 197 nodes around the

airfoil and 81 nodes in the normal direction were used

for the computations. Then, a 385� 161 grid was used.

The coarse grid was insufficient to resolve the flow and

only the fine-grid results are presented here. It is

recognized that the trailing edge and actuator region

may be under-resolved; however, part of the goal of this

study is to assess minimum grid resolution requirements

for both the baseline (no control) and flow control cases.
Fig. 21. Single-block structured grid.

Fig. 22. Residual and lift coefficient (Cl) versus the number of

iterations (a ¼ 0�).
Fig. 22 shows the variation of the lift coefficient as the

number of iterations in the flow solver increases for

R ¼ 8� 106. The solutions quickly converge to equili-

brium oscillatory states. The timestep was set sufficiently

small so that over 80 time steps per period resulted;

hence, the time evolution of any unsteadiness of

the shedding process was resolved. The experimental

measurements showed that the flow was unsteady

on the airfoil as well, but there were no dynamic

balance measurements to directly compare this unsteady

behavior.

Finally, pressure coefficients are compared in Fig. 23

for a ¼ 4�. Surprisingly and quite happenstance, the

computed baseline pressures are in close agreement with

the oscillatory control results. This comparison leads to

some questions and some observations. The computa-

tions must then under-predict the separation point

because the affect of control is to suppress/delay this

separation. Missing the separation point dramatically

impacts the incorrectly computed global pressure field

and subsequent enhanced lift and circulation. For the

experiments, oscillatory injection caused a spike in the

pressure (as one might envision). Could neglecting the

actuator cavity in the computations lead to this spike in

the baseline (no control) computations?

Next, a multi-block grid treatment is used with local

enrichment where high-gradient flow conditions exist

and the configuration is placed in the tunnel as in the

experiment. Inviscid conditions are enforced on the

walls of the tunnel and constant enthalpy and entropy

are forced as inflow conditions. Fig. 24 shows the

multiple blocks configured in the tunnel with attention

paid to the key geometric features (actuator, hinge, and

trailing edge) and Table 2 lists the grid density in each

block.
Fig. 23. Pressure coefficient with chordwise location (a ¼ 4�).
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Fig. 24. Multi-block grid of NACA0015/flap configuration in wind tunnel.

Table 2

Multi-block in-tunnel grids

Grid Course Fine

J K J K

1 17 89 17 87

2 63 43 63 42

3 67 43 67 42

4 25 5 25 5

5 89 5 89 5

6 167 47 257 44

7 9 13 9 29

8 9 13 9 29

9 9 13 9 29

Fig. 25. Residual and lift coefficient (Cl) with number of

iterations (R ¼ 17� 106 and 28� 106 with a ¼ 0�). Note that

the curves at the two different Reynolds numbers are nearly

identical.
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For a ¼ 0�, residual history and lift coefficient

convergence are shown in Fig. 25 for R ¼ 17� 106

and R ¼ 28� 106. The lift is principally independent of

Reynolds number in the simulations and a steady flow

field is observed. Although the experiments found such

Reynolds number independence, the experimental mea-

surements found that the flow was highly unsteady. In

retrospect, perhaps viscous boundary-conditions are

required on the wind tunnel walls, or numerical

dissipation suppressed the unsteadiness, or the inflow/

outflow boundary conditions may not properly capture

the unsteady flow phenomena for this compressible flow.

Fig. 26 shows, using streamwise velocity contours,

that the upper surface of the airfoil configuration is

impacted by the close proximity of the wind tunnel wall.

An increase/decrease in angle of attack would have more

coupling to the wind tunnel walls. The flow separates

over the flap region. So the flow features look

qualitatively realistic, as expected.

Fig. 27 shows a comparison of airfoil pressures

distributions using the Spalart–Allmaras [194], Bald-

win–Lomax [198], and k–o [199] turbulence models. As

anticipated, the computed solutions show only small

variance with the choice of turbulence model (and

Reynolds number [188]) and do not resolve the
discrepancy between the computational and experimen-

tal results, similar to a previous study [175] for a wing

configuration.
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Fig. 26. Streamwise (u) velocity contours at R ¼ 8� 106 and a ¼ 0�.

Fig. 27. Pressure coefficient with chordwise location (a ¼ 0�;

R ¼ 28� 106).

Fig. 28. Unstructured mesh around airfoil/flap configuration

with notch discontinuity.
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The computed baseline results were in poor agreement

with the experimental results. As indicated above, issues

like tunnel walls and turbulence models were considered

and found to have small impact on the computational

results. The most likely cause for this disagreement is

associated with differences in the process of flow

separation on the flap, significantly impacting perfor-

mance due to a global change in the pressure field and

circulation. Very high grid resolution is required near

the airfoil/flap junctures points and at the trailing edge

region to resolve the separated and wake flow regimes.

To further study this issue, the unstructured approach

[192,193] was used to explore the issue of configuration

fidelity.

The original geometry for the NACA0015/flap con-

figuration had a small discontinuity at the airfoil/flap

juncture associated with the actuator. To simplify the

structured grids, this discontinuity was ‘‘faired over.’’

However, because the unstructured approach can easily

resolve discontinuities, the analysis was repeated to

examine the impact of this discontinuity on the flow.

Fig. 28 shows the flap region of the mesh with the

discontinuity evident at the airfoil/flap juncture on the

top of the configuration. An additional 11,000 nodes are

introduced because of the inclusion of the juncture

discontinuity. The notch geometry was constructed from

actual model QA measurements. In retrospect (again),

this notch does not truly represent the actual geometry

as discussed later. Here, we simply attempt to gain an

understanding of the importance of a discontinuity on

the separating flow properties, noting that all existing

high lift system posses certain similar discontinuities.

Streamwise velocity contours are shown in Fig. 29

with and without the juncture (notch) discontinuity.

Without the notch, the flow separates from the flap at

86% chord and a re-circulation region is observed. By

resolving the flow with the notch at the airfoil/flap

juncture, the flow is significantly affected by this notch

with separation now occurring at 73% chord. However,

a comparison of the pressure coefficients in Fig. 30
suggests that the changes in the flow field resulting from

the notch cannot fully explain the significant differences

between the computational and experimental results.
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Fig. 29. Streamwise velocity contours (R ¼ 8� 106; a ¼ 0�).

Fig. 30. Pressure coefficient versus chordwise location

(a ¼ 4�).
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The notch at the airfoil/flap junction changes the

separation point by over 10% of the chord length. This

suggests that some portion of the actuator must be

accounted for in the CFD analysis. As per the actuator

questions in Section 4.8, how much of the actuator

geometry is required for an accurate analysis? This

answer has not been fully resolved in this discussion.

The final RANS analysis involves changing the actuator

characteristics to create a channel into the airfoil, in an

attempt to come closer to the experimental configura-

tion. Streamwise velocity contours are shown in Fig. 31

for this configuration. Clearly, the separation process

has changed considerably compared with Fig. 29. Based

on results of Lee and Goldstein [186], we now clearly

know that more details of the actuator must be carefully

included in the computational analysis. In retrospect,

detailed measurements of the model and interior

actuator geometry are likely required to develop

adequate computational models for active flow control

configurations.
5. General concepts with experimental notes

This section of the paper discusses several issues

related to active flow control (AFC), with emphasize on

experimental issues, including two generalized ap-

proaches, e.g. a generic AFC process and an AFC

roadmap, with detailed illustrative examples. Naturally

and conveniently, the majority of the experimental

examples originate from the authors’ work to facilitate

the discussion of key issues.

Active flow control with specific emphasis on utilizing

flow instability to enhance effectiveness, could lead to

significant advantages over traditional, steady state,

design methods (see e.g., [7]) and reduced emissions. The

latter are hard to quantify economically, but the

environmental impact is qualitatively clear. McLean et

al. [200] evaluated different AFC concepts and candi-

date applications were considered for civil jet transports.

The simplification of conventional high-lift systems by

AFC was identified as a prime candidate, possibly

providing 0.3% airplane cost reduction, up to 2%
weight reduction and about 3% cruise drag reduction

(the added 1% was due to the elimination of the large,

drag producing external flap hinges and positioning

actuators). This systems study was conducted with

retrofit as a means to apply AFC; whereas the maximum

benefits come from system integration of AFC during

the design phase of an application. Experimental work

on these benefits is on-going [201].

The low end of the Reynolds number range also

provides opportunity for the utilization of AFC. Lifting

surfaces perform very poorly below a chord Reynolds

number of 105, where natural transition does not take

place and cannot be utilized to maintain an attached

boundary layer at high incidence. Periodic excitation

was demonstrated to be extremely effective at maintain-

ing attached boundary layer flow on the flap and

therefore in generating high-lift as the Reynolds number

decreased [7]. Its effectiveness was compared to bound-

ary layer tripping by roughness, placed close to the

deflected flap leading edge (as shown in Fig. 32).

Boundary layer tripping was found to be effective only

at a very narrow range of Reynolds numbers, while AFC
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Fig. 31. Streamwise velocity contours (R ¼ 8� 106; a ¼ 0�).

Fig. 32. Maximum lift coefficient of the IAI Pr8-30 slotted

airfoil (shown above) at low Reynolds numbers [7].
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effectiveness was not reduced at a flap-based Reynolds

number of R ¼ 0:35� 105 (the flap chord was 25% of

the airfoil). AFC can also provide flight control and

propulsion at low Reynolds numbers, eliminating the

need for any movable parts in a miniature UAV (MAV)

[202].

In the following sections, a generic flow control

process for AFC will be discussed where the objective

is to alter a flow state to achieve a more desirable state.

A detailed discussion and examples of the uncontrolled

flow state, actuation, receptivity, instability, interaction,

sensing and control mechanism will be provided.

A generic AFC roadmap [9] will be suggested and a

preliminary roadmap for delay of boundary layer

separation will be presented and discussed. All road-
maps should include a clear target, in flow physical

terms; concrete methods to obtain the task; tools needed

to enable progress along each route; and an indication of

the technology readiness level (TRL) for each tool along

each route. Researchers are encouraged to construct and

publish roadmaps for their applications which should

prove helpful for industry, funding agencies, and

academic activities, each with its special needs and

interests. The identification of fundamental scientific

and technological challenges is essential for the effective

performance of AFC Research and Development

(R&D), as is the identification and indication of resolved

issues. A helpful roadmap should identify the critical

path for each route and the easiest route to obtain the

target, at a given point in time, and should be updated

periodically.

An attempt should be made to present and discuss

limitations and report ‘‘what did not work’’ and

preferably why (where understanding exists), since the

reporting of ‘‘failures’’ (i.e. when the researcher did it all

‘‘right’’ but the system did not respond as expected) is

where the community can learn, perhaps more than

from the so often reported ‘‘successes.’’

5.1. A generic process for AFC

A suggestion for the structure of a generic process for

AFC is shown in Fig. 33 and will be discussed in this

section. Every flow control process is initiated at a

certain flow state. The state could include an undesired

steady state or a development path the technologist

would attempt altering. Knowledge must exist about the

state of the system prior to even deciding if, what and

certainly how anything should be altered. The system

state, either using local indicators or global parameters

should be evaluated using sensors. Inherent uncertainty

always exists in the ‘‘knowledge’’ of the system state.

Once the state is ‘‘known’’ decisions must be made as to

what needs to be altered. The ‘‘how’’ and ‘‘where’’

comes next. Imagine we are equipped with a complete

spectrum of actuators, with sufficient control authority
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Fig. 35. The IAI Pr8-SE airfoil with ten Piezo-bender actuators

(only two are shown schematically) across the 609mm span of

the airfoil [204].
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and the ability to place the actuators everywhere—we

are in a limbo. Guidance could come from techniques

such as optimal control theory (Section 3.3) with proper

human input, but the computational cost of such an

approach is high and considerable research is required to

extend optimal control theory to relevant conditions.

However, is often the case that the researcher has an

actuator that barely performs under certain limited

operating conditions, it is so large it can fit only in one

location in a model and the expected control authority

is marginal. Still it ‘‘has’’ to work! If not for such

determined individuals and milestone demonstrations,

AFC would have not become as highly studied and as

close to being applied as it is today. The typical situation

is somewhere in between these two extremes.

Once the setup (experimental or numerical) is ready,

and the baseline flow is known, the actuator can be

turned on. The choice of the frequency, amplitude,

phase, waveform and 3D distribution of these para-

meters will be discussed later. Many types of actuators

exist, and for any type, it is crucial to evaluate

the actuator’s performance without the presence of the

baseline flow and later to quantify the effect of the

external/core flow on the actuator’s performance.
Fig. 34. Computed actuator output in still air (left) and interacting wit

1200 where Reynolds number is based on the displacement thickness o

Sensing

Control (Adaptive, Closed-loop)

Interaction

Objective: Modified Flow State

Initial Flow State (or Development Path)

Receptivity

Actuator induced Oscillations

Instabilities

Fig. 33. Generic active flow control process.
Fig. 34 presents results from a numerical simulation of

the interaction of a boundary layer with an oscillatory

momentum generator [203]. The calculation included the

external and cavity flows and concluded that the

interaction between the two is crucial to accurately

model the system.

Surface mounted, mechanical actuators, rely on the

interaction with the incoming boundary layer to
h boundary layer (right) showing the effect on both, (R ¼ 0 and

f the incoming boundary layers), courtesy Utturkar et al. [203]).

Fig. 36. A cross section (upper part) and a top view (lower

part) of the Piezo-bender actuators on the Pr8-SE airfoil [204].
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generate the excitation. An experiment utilizing 10,

segmented Piezo benders (i.e. cantilevered plates) across

the 609mm span of an IAI Pr8-SE airfoil (Fig. 35) was

performed and reported by Seifert et al. [204]. The

amplitude and phase of the benders was individually

controlled, and a cross section and top view of the

installation is shown in Fig. 36. Several points are worth

mentioning. The fluidic outcome of the mechanical

actuator, interacting with an incoming turbulent bound-

ary layer is limited by the available reservoir (i.e. the

mean shear). The peak actuator tip velocity is negligible

compared to the fluidic velocities required for flow

control. Fig. 37 demonstrates that the peak RMS

velocity fluctuations close to the wall is about 20%

when the actuator’s tip amplitude was about 3mm,

spanning the entire high shear region of the incoming

TBL. An interesting feature that was utilized in the

course of the latter investigation was the operation of

the actuators out of phase (i.e. 180� apart from each

other). This mode of operation was found to consume

only 25% of the power required to operate all actuators

‘‘in phase’’, presumably due to compression of the cavity

air under the actuators (Fig. 36) that assists the upwards

motion of every second actuator as its neighbors are

moving down. The resulting lift–drag ratios are pre-

sented in Fig. 38, showing that the two-dimensional

(2D) mode is slightly superior to the three-dimensional

(3D) mode (i.e. operation in 180� phase shift) in terms of

aerodynamic performance. However, the fact that the

generation of the 3D mode consumed only 25% of the

power, led to an earlier achievement of larger than unity

‘‘figure of merit’’, defined as:

F:M: �
LU1

DU1 þ P

� ��
L

D

� �
Baseline

; ð10Þ

where P is the power provided to the actuators (see

Fig. 39). A value of F:M:41 indicates that it is more

energy efficient to introduce power to the actuator than

to the powerplant. Besides the important applicability
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Fig. 37. RMS velocity fluctuations measured close to the tip of

a Piezo-bender actuator in the turbulent boundary layer of the

IAI Pr8-SE [204].

3D modes [204].
aspect, the fundamental nature of the 3D interaction

between the multiple modes of excitation resulting from

the complex actuator motion indicates the importance

and relevance of studying 3D modes of instability to

enhance AFC effectiveness and efficiency. Margalit et al.

[205] also cites F:M:41 data using Piezo actuators

applied to control the flow over a delta wing at high

incidence.

The process in which the actuator’s fluidic, acoustic

and/or mechanical output is translated into flow proper-

ties at a certain downstream distance (that is difficult to

determine in general) from the actuator is termed

receptivity. (When comparing experimental results to

linear stability theory calculations this determination

seems easier, since the end of the receptivity dominated
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Fig. 40. (a) Experimental setup of the ‘‘generic flap’’ [209]. (b)

The effect of actuator type on the frequency response of the

reattaching BL, (c) as explained by the ratio of the fundamental

to harmonic content of the excitation with variation of the total

excitation momentum [209].
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region would be the beginning of the good agreement to

LST). The desire is to replace the actuator by a ‘‘black

box’’, both in space and in action, that could be modeled

and later plugged into a low-order model for further

analysis (be it theoretical, numerical or experimental).

The linear receptivity of a boundary layer to a wide

range of input disturbances was and still is extensively

studied (see e.g. [206,207]). The issue under discussion

here is more complex because the input amplitudes are

order 0.1 to 1 (with respect to a typical undisturbed base

velocity), and therefore nonlinearity may play an

essential role. (Earlier work that relied on receptivity

of acoustic excitation for the control of separated flow is

discussed by Greenblatt and Wygnanski [6] and Halfon

et al. [208]). However, appropriate linear theory can still

be extremely helpful in identifying the most receptive

location in the flow and the mode(s) the flow is most

receptive to.

Caution should be exercised when characterizing the

actuators output, which serves as input to the receptivity

process. There exists a range of options for character-

ization of the oscillatory momentum input to the

boundary layer.

In the following example, Nishri [209] demonstrated

that neither the wall normal distribution or the RMS of

the imposed excitation are sufficient to describe the

excitation. Instead, one should study the spectra, even in

the case of harmonic excitation, due to inherent

nonlinearities. A comprehensive set of experiments was

performed on a ‘‘generic flap’’ (Fig. 40a). This set-up

consisted of a flat plate on which a tripped turbulent

boundary layer developed. A hinged flap allowed

imposing a controlled adverse pressure gradient and

introducing periodic excitation, using either mechanical

of fluidic excitation, at the flap hinge. Fig. 40b presents

the minimum momentum coefficient Cm required to

reattach the separated flow over the ‘‘generic flap’’

experiment, using either fluidic or mechanical excitation

with the same integral Cm. The results shown in Fig. 40b

indicate that the minimum Cm is identical but the most

effective Fþ is significantly lower for the mechanical

excitation. A careful evaluation of the mechanical versus

the fluidic excitation spectral content (Fig. 40c) at the

harmonic (2F ) of the excitation frequency reveals that

the mechanical disturbance has an order of magnitude

higher activity at 2F . This could partly explain why the

mechanical excitation is effective at roughly half the

threshold frequency compared to the fluidic excitation.

After receptivity, the next phase in transition is

typically instability and we will make two points with

regard to flow instability. First, linear stability theory

(LST) may have a role to play in identifying instability

modes of the modified state as well. Incorporating an

LST analyzer in the ‘black-box’ system, to perform real-

time analysis/control, might look appealing. However,

one may want to think whether such an analyzer can
cope with the frequency of the basic/mean flow changes.

Second, the discussion in Section 2 of mean (i.e. time-

averaged) versus instantaneous (steady) basic or time-

periodic basic flow is relevant here as well. If one wants

to follow the first path, there may be some hope that the
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Fig. 41. The effect of the excitation amplitude on the frequency

response of separated flow [209].

Fig. 42. The effect of the excitation amplitude on the frequency

response of the separated flow about the ‘‘generic flap’’ [6] using

zero mass-flux excitation.
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LST analyzer part of the ‘‘black-box’’ can cope with the

flow changes. The same is possibly true for the case

where a time-periodic basic state is to be analyzed.

However, it is the viewpoint of the authors that it is not

realistic to analyze the instantaneous basic field. It could

be highly speculative to draw conclusions on the

behavior of a flow system based on knowledge of the

instability characteristics of parts or regions of the flow.

Several examples exist to support this assertion (e.g.

instability characteristics of isolated versus systems of

(Batchelor) vortices [210], monitoring TS waves while

optimal perturbations are more dangerous, etc.) It is

proposed that global linear theory via solution of

multidimensional eigenvalue problems (EVP), i.e. 2D

EVPs in case a substantial portion of the flow can be

identified in which variation of the (mean/basic) flow in

one spatial direction is negligible compared with that in

the other two, and 3D EVPs otherwise should be used

(see Section 2).

Once the actuator’s output has been translated to flow

properties that are independent of the actuator’s details,

the instability characteristics of the flow (e.g. the shear

layer shown in Fig. 33) come into play. To be efficient,

AFC should be applied at the lowest input level that

would trigger instability, which in turn would draw

energy from the external or core flow and redistribute it

to perform the required action, rather than provide the

‘‘brute force’’ action using the actuator as a generator

and not as a trigger. Again, appropriate LST, taking

advantage of all known principles (i.e., convective,

absolute, algebraic and global),4 should be used but

the leading mechanism is again nonlinear.

Experimental evidence exists which shows that the

effective frequencies for separation control are affected

by the excitation momentum, as expected from a

nonlinear system. Fig. 41 presents the minimum Cm

required to shorten a large separation bubble with

excitation frequency (in the form of Fþ based on the flap

chord and free stream velocity). It can be seen that the

range of effective Fþ widens as the magnitude of the

excitation increases. It should be noted that the spectral

content of the measured disturbances in the boundary

layer is amplitude dependent. A similar observation is

shown in Fig. 42 [6] in which data is presented on using

periodic excitation to alleviate leading-edge separation

off a NACA0015 airfoil. The range of effective

frequencies (as quantified by the lift increment) widens

as the excitation oscillatory momentum increases.

A practical observation from these findings is that one

should perform frequency scans at the lowest effective

Cm that generates a measurable effect.
4For example, classic Orr–Sommerfeld-based analysis can be

used for control of Tollmien–Schlichting waves [28] while

BiGlobal analysis is required for separated flows [23].
In some flow control applications, it is possible that

the base flow may not be sufficiently receptive (sensitive)

to the proposed actuator. In this case, stability modifiers

could be used to locally or globally alter the base flow in

order to be more receptive to the excitation. Two

examples that illustrate this approach, based on a high

Reynolds number separation control experiment [211],

are now discussed.
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Fig. 43. The combined influence of unsteady and steady

excitation for a turbulent boundary layer separation. (a)

Sectional side view of the ‘‘Hump’’ model with an excitation

slot at x=c ¼ 0:64 [211]. (b) Mean and fluctuating model

pressures showing the effect of superimposed weak steady mass

flux superimposed on the excitation signal. (c) The effect of the

added mass flux on the fundamental excitation frequency and

its harmonic downstream of the slot. Unsteady Cm ¼ 0:23%,

Rc ¼ 16� 106, M ¼ 0:25, Fþ ¼ 1:15.
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It is well known that distributed suction alters the

instability characteristics of laminar boundary layers,

such that transition can be significantly delayed. It is

also known that a velocity profile can be turned

absolutely unstable if the reverse velocity close to the
wall exceeds roughly 30% of the external velocity [11]. A

high Reynolds number experiment was conducted by

Seifert and Pack [211] on a wall mounted ‘‘Hump’’ (see

Fig. 43a) to explore the effect of periodic excitation on a

turbulent separation bubble. Zero mass flux periodic

excitation was shown to be very effective in shortening

the bubble (compare triangles to asterisks in Fig. 43b).

Minute levels of steady mass–flux (denoted by cma0)

were superimposed on the periodic excitation in an

attempt to alter the receptivity and instability character-

istics of the separated shear layer. The effect of steady

blowing (cm40Þ was shown to be detrimental while

steady suction (cmo0), superimposed on the periodic

excitation, proved beneficial in generating a healthier

pressure recovery (compare squares to circles in

Fig. 43b). The amplitudes of the surface pressure

fluctuations at the fundamental excitation frequency

(F) and its harmonic (2F ) corresponding to the data of

Fig. 43b are plotted in Fig. 43c, in order to search for a

possible explanation to the observations of the mean

pressure coefficient (Cp) alternation. Note that fluctuat-

ing pressure coefficient (C0
p) for the superimposed

suction was increased while added blowing reduced C0
p

downstream of the excitation slot (located at x=c ¼ 0:64,
Fig. 43a, C0

p is the RHS ordinate in Fig. 43b). The

amplitudes at F and 2F of Fig. 43c were normalized by

the corresponding amplitudes of the zero-mass-flux

excitation. The data indicates that suction enhances

the receptivity of the separated shear layer to F while

blowing does the opposite. However, the instability

characteristics of the flow were not significantly altered

due to the added mass transfer, since the F and 2F data

sets remained parallel further downstream. Steady

blowing has a favorable effect on the receptivity of 2F .

Similar observations were made and reported at the

same time by Greenblatt et al. [212]. These results are

also consistent with the receptivity studies of Dobrinsky

and Collis [39] (discussed in Section 3.2) which

demonstrate that there is a trade-off between instability

and receptivity—modifying a flow to make it less stable

typically makes it more receptive.

After receptivity and linear instability, the next

physical stage in the flow response process is nonlinear

interaction. As in any nonlinear process, the interaction

(Fig. 33) can be of wave–wave and/or wave-mean flow

types. Wave–wave interactions, typically involve lower

(sub-) and higher (super-) harmonics of the fundamental

excitation frequency, that do not necessarily coincide

with the most unstable frequency of the excited flow.

Moreover, it was noted in the discussion of instability,

that the nonlinear interaction between high amplitude

waves and the mean flow changes the mean flow and its

associated receptivity and instability characteristics. In

that respect, the simplest way to trigger any flow

instability would be to excite a full spectrum (in both

space and time, e.g. Gaster’s wave packet, [51] and
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stream of the x=c ¼ 0:64 slot (vertical dashed line). Cm=0.13%,

Rc ¼ 16� 106, M ¼ 0:25 [211].
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references therein) and let the flow select and amplify the

most-unstable frequencies and wave numbers. Once

these are identified, they could hopefully be triggered

(actuator dependent) artificially at a higher and con-

trollable magnitude, if deemed necessary.

As a example of the latter, one can consider the work

on a delta wing at high incidence [205], in which a low

duty-cycle, pulsed excitation was used and proved

extremely effective for improved performance. Funda-

mental studies of nonlinear interactions in a plane

mixing layer [213] provide an inspiration and guidelines

to application of similar ideas to a separated mixing

layer above an airfoil, several of which are on-going.

However, the difficulties in applying these ideas to a

turbulent reattaching boundary layer are twofold. As

seen before, when the excitation becomes effective, the

boundary layer reattaches, the excitation decays and

attenuates, possibly to below an effective level needed

downstream, once the flow will tend to separate again.

First, the excitation may lose coherence [208] as it

evolves downstream so that the potential for nonlinear

interaction may be lost. Second, once the excitation

becomes effective, the boundary layer will reattach.

However, the excitation may subsequently decay to an

ineffective level so that the boundary layer may tend to

separate again downstream. An example of this second

scenario will now be discussed.

It should be mentioned that once an effective periodic

excitation is applied to a highly receptive flow in the

right location, it will alter the flow through nonlinear

interaction. Consequently, the stability characteristics of

the reattaching shear layer are altered, and no longer

amplify the excitation. This is a desirable effect that

could partly be explained by a return to an equilibrium

state of the controlled flow. Fig. 44 shows mean and

fluctuating wall pressures measured on the ‘‘Hump’’

model [211] using three excitation frequencies. The C0
p at

x=c ¼ 0:67 indicates that the receptivity for all frequen-

cies is similar (as inferred from the RMS of the surface

pressure fluctuations, RHS in Fig. 44a), while Fig. 44b

shows that it is actually lower for Fþ ¼ 0:4, based on the
spectral component at the excitation frequency alone.

While Fþ ¼ 0:4 and 0:8 amplify at least for a certain

distance over the bubble, C0
p at Fþ ¼ 1:6 decays

immediately downstream of the slot. Interestingly, Fþ ¼

1:6 is the most effective for separation control since it

leads to the best pressure recovery as shown in Fig. 44a.

Sensing could be applied at any stage (i.e. actuation,

receptivity, instability and interaction, see Fig. 33) to

evaluate the baseline flow, to monitor the ‘‘health’’ of an

actuator, to measure the resulting boundary layer

oscillations in space and time, to identify the amplifica-

tion of introduced or nonlinearly generated wave

components and to monitor the resulting modification

of the mean (base) flow. However, there are few studies

that demonstrate such extensive use of sensors. Sensor
devices and techniques are an open research area limited

only by human imagination that utilizes the emerging

MEMS technology [214]. A simple sensor (e.g. load cell

or accelerometer) or arrays of networked surface

mounted ‘‘glue on’’ flexible sheets of pressure or skin

friction sensors could be used to evaluate the flow state.

Every effort should be made to use simple approaches

and a small number of sensors for identifying the flow

state before one constructs and integrates arrays of

sensors and develops logic that is based on cross

correlating multi-sensor (in time and/or space) deriva-

tive information. Indicators should be sought that

provide robust information for the system state, possibly

using multiple sensors for redundancy [98]. An effective

means of assessing an actuator’s performance may be a

pressure sensor located within the actuator cavity

while simple ‘‘health’’ monitoring could be provided

by utilizing a part of a Piezo actuator as a sensor.

Using an ‘‘on actuator’’ sensor can also enable the
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Fig. 46. Baseline jet, Seifert, 1996 unpublished.
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construction of a self-locking operation to the actuator’s

resonance frequency regardless of the operational and

environmental conditions and verify optimal, energy

efficient operation [215].

Interestingly, a single sensor within the actuator

cavity could also be used as a flow-state sensor for

measurement and for closing the loop. An example of

the latter approach was recently provided by Rapoport

et al. [97,98]. Jet vectoring was achieved by adding a
short, wide angle diffuser at the jet exit and introducing

periodic excitation over a quarter of the circumference

of the diffuser inlet [216]. Fig. 45 shows the experimental

set-up for AFC vectoring. Figs. 46 and 47 show the

baseline and vectored jets, respectively (Seifert, 1996,

unpublished). Fig. 48 shows how the jet deflection angle

varies with the magnitude of the oscillatory control

input, while Fig. 49 shows how the diffuser-wall and

actuator-cavity mean-pressures vary as the level of the

cavity pressure fluctuations increase and the jet is

vectored. It was noted [97,98] that a single sensor

located at the actuator cavity (Fig. 45), can provide

health monitoring, a measure of the control authority

(‘‘input’’) on the flow in the form of cavity pressure

fluctuations (that drive the oscillatory momentum out of
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the actuator slot) and also serve as an indicator for the

jet deflection angle (using its low-pass-filtered signal,

since the flow turning angle induces low pressure at the

jet-diffuser corner). A system identification study was

conducted, for this jet vectoring system, to build the

transfer function and design a closed-loop controller.

Fig. 50a shows the low-frequency signal provided to

modulate the amplitude of the actuator resonance

frequency. Fig. 50b presents the resulting cavity

pressure, showing an offset as the envelope magnitude

increases. Also shown in Fig. 50b is the low pass filtered

(LPF) cavity pressure, shown in gray with the right-hand
side (RHS) ordinate, which indicates that the jet deflects

to a larger angle as the magnitude of the cavity pressure

fluctuations increase as a result of the actuator action.

For low-frequency modulation, the cavity pressure is

opposite in phase from the signal read by a hot-wire

(Fig. 50c) located in the excited shear layer. This is a

result of the fact that as the jet is vectored, the shear

velocity increases while the suction level at the actuator

slot decreases, due to enhanced acceleration around the

‘‘corner.’’ This example demonstrates that a single

sensor, located within the actuator cavity, can be used

as a ‘‘health’’ monitor, system input indicator, and

system output indicator—depending on which part of

the measured spectrum is considered.

Once the system flow-state is known, a closed-loop

control methodology (Fig. 33) can be applied to close the

loop and achieve the AFC target in an automatic and

robust manner. The motivation for closed-loop flow-

control could be as simple as eliminating steady-state

errors and achieving fast and smooth transition between

flow states, or could be more complicated, such as

altering heat transfer to protect certain critical compo-

nents in an electronic circuit. Closed-loop control

methodologies can range from simple (e.g. PID for

linear deterministic systems) to elaborate (e.g. Fuzzy

logic for nonlinear stochastic systems) and Section 3

contains a discussion of the various approaches. Specific

uncertain, complex systems might require auto-tuning

via real-time identification processes, but, every attempt

should be made to utilize the simplest possible controller

design.
5.2. Generic AFC roadmaps

Roadmaps were introduced into fluid mechanics

research by Morkovin [9] in 1969 in the context of

laminar to turbulent transition. For more than 20 years,

these roadmaps were developed and tuned by Morko-

vin, Reshotko, and the fluid mechanics community to

help identify what was known on boundary layer

transition and to identify gaps in physical understand-

ing. These maps were instrumental in generating a

common knowledge base, documenting the state-of-the-

art and in assisting researchers and funding agencies in

making informed decisions based on collective knowl-

edge. However, it is critical that areas of controversy be

marked on these roadmaps to indicate where future

research is required.
5.2.1. Outline for AFC roadmaps

An outline for a generic AFC roadmap will now be

discussed. Every roadmap should have a target,

described in terms of flow physics (e.g. lift enhance-

ment is not a valid AFC target, rather it is a result of

several physical processes like delay of BL separation,
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reattachment of separated BL, vortex capture, delay of

vortex breakdown, etc.).

Likewise, a hypothesized mechanism should be cited

whenever possible. While this is not a crucial component

in a roadmap, it is nevertheless highly desirable as it

helps to clarify physical understanding. Places where the

mechanism is unknown or poorly understood should be

highlighted as areas in need of fundamental research.

Methods (at least one) should be described to achieve

the target. The available, validated and proposed

methods should be organized logically and evolutiona-

rily (i.e. in the order in which every component of a

certain method comes to play) in terms of the obstacles

they are supposed to overcome. Every method included

in a roadmap should be applicable or as least deemed as

such and required enabling capabilities should be listed

for each application. Methods that are known to be

inapplicable should (obviously) not be included, how-

ever this requires a renewed emphasis and commitment

within the scientific community to publish not only what

works, but also what does not work. Roadmaps must

also clearly indicated areas that require further study

and development including estimates of the Technology

Readiness Level (TRL) of each of the existing or missing

enabling capabilities. Footnotes should be used to

identify strengths and weaknesses of any stage in the

roadmap, as these are directions for future research.

A critical path should be identified for every method—

nothing should be on the map that is not connected to at

least two components and be part of a path or road

leading from a target to its realization. An attempt

should be made to identify the most efficient and highest

TRL routes. For otherwise promising paths that are

’’blocked’’ by a low TRL item, researchers will tend to

look for better, alternative enabling-technologies, or

perhaps suggest altogether new routes. The Morkovin

[9] roadmap for boundary layer transition clearly

follows these guidelines.

Topics in AFC are significantly more diverse than the

laminar-turbulent transition issues the Morkovin–Re-

shotko roadmap(s) deal with. Targeted AFC roadmaps

include, but are not limited to
1.
 Separation

(a) Delay

(b) Reattachment and manipulation

(c) Stabilization (shear layer, wake, unsteady flow-

surface interaction: buffet, bubbles, etc.)
2.
 Transition

(a) Delay

(b) Promote

(c) Regulate
3.
 Jet

(a) Spreading

(b) Vectoring

(c) Acoustics
4.
 Drag reduction

(a) Laminar skin friction

(b) Turbulent shaping (Stratford, riblets, etc.)

(c) Additives (polymers, surfactants, etc.)

(d) Separation control
5.
 Thermal management

(a) Cooling, heating

(b) Reduced signature
6.
 Guidance, propulsion and control

(a) Hingeless maneuvering

(b) Gust alleviation

(c) Thrust generation
7.
 Vortex dominated flows

(a) Delta wings

(b) Tip vortices

(c) Forebody vortex asymmetry

(d) Flap, aileron, edge tone
8.
 Combustion, turbomachinery

(a) Inlets (separation, distortion)

(b) Low Reynolds numbers stators, rotors and

diffusers
9.
 Cavity

(a) Noise

(b) Vibration

(c) Optical distortion
The following section provides a draft roadmap for the

delay of boundary layer separation. This is by no means

more than a draft that should be critically evaluated and

updated. The community is encouraged to generate and

publish roadmaps for all possible AFC applications.

5.2.2. Separation delay roadmap

Separation delay of a nominally two-dimensional

attached boundary layer could be achieved by enhancing

the averaged skin friction upstream of the mean

separation region. Typically, simply and most effec-

tively, increased skin friction could be achieved by

enhanced near wall-outer/core flow (for external and

internal flows, respectively) momentum transfer, but

many other methods exist, and some would be discussed

presently. The separation delay roadmap should include,

as a minimum and according to Section 5.2, the

following components:

Target: Delay (turbulent) boundary layer separation.

Mechanism: Enhance skin friction upstream of the

baseline-mean flow separation region.

Methods: At least three known methods exist to

enhance near wall streamwise momentum: (1) add (high

momentum fluid), (2) remove (low momentum fluid) or

(3) re-distribute (momentum across the boundary layer).

Emphasis should be placed on minimum energy

expenditure in order to re-distribute momentum. Intro-

duction of oscillatory momentum that is coupled

with flow instability is typically one to two orders

of magnitude more efficient than steady momentum
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Fig. 51. Comparison of oscillatory and steady blowing for

post-stall lift-recovery of a NACA 0015 at, Rc ¼ 300; 000 [7].
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addition for separation control (Fig. 51 and [7]). Even

intermittent momentum addition, at intervals that are

smaller than the typical flow response time is signifi-

cantly more effective than steady momentum injection.

An inherent difficulty arises immediately when searching

for high efficiency in maintaining attached turbulent

boundary layers that are stable to all known perturba-

tions, with the possible exception of steady streamwise

vortices of selected scales. This is a missing enabling

technology, identifying and utilizing unstable/least stable

modes of an attached turbulent base flow.

The following is a partial list of known separation

delay techniques. A detailed discussion can be found in

Gad-el-Hak et al. [3]. Proper aerodynamic shaping can

allow the tailoring of gradual favorable streamwise

pressure gradient for laminar-turbulent transition delay.

The use of this approach however, is limited by the need

to close the aft-body, accompanied by the associated

adverse pressure gradient. It is always desirable to tailor

the geometry and the pressure gradient such that

transition will take place just upstream of the natural

mean separation location (in the absence of transition)

or at least promote/control transition and enhanced

mixing above the separation bubble.

Shaping, transpiration, slot suction, wall-jets, heat

transfer and moving walls are just a partial list of proven

methods for separation delay. All methods mentioned

above rely on enhanced near-wall momentum (see e.g.,

[2–4]).

Local or distributed steady suction is a well known

and effective method for separation delay, especially

when the flow related aspect is of prime importance.

However, if overall efficiency and maintenance issues are

included in the decision making process, the appeal of

steady suction is lowered [2]. Other techniques include

vortex generators (mechanical, pop-out, fluidic, and
zero-mass-flux) which are effective streamwise vorticity

generators that, in turn, mix across the boundary layer

and delay separation. Periodic excitation could also be

used to enhance skin friction, but 3D unstable modes

should be sought to perform this task as 2D excitation is

significantly attenuated in zero and slightly adverse

pressure-gradient turbulent boundary layers (see e.g.,

[211]).

Enabling technologies that can assist in enhancing skin

friction should provide order 0:1 to 1:0 velocity ratio

effectors (i.e. actuators with sufficient control authority).

The search for low penalty methods (i.e. methods that

cause little or no disturbance while inactive, but with

sufficient control authority and low energy consump-

tion) could be combined with working on the verge of

separation (i.e. skin friction approaching zero) [217].

Separation delay might require distributed sensing, as

incipient separation is a local phenomenon. The

actuators selected to achieve the desired target, the

required power and the control logic are all open issues.

Again, effectiveness could be greatly enhanced if flow

instability is used to mix across the boundary layer to

enhance skin friction.
6. Summary

Theoretical, numerical and experimental issues in

active flow control (AFC) with special emphasis on

utilizing flow instability were discussed. Issues in control

theory were presented including model based, optimal

and robust feedback control design with emphasis on

the important role of reduced order models. A generic

flow control process was presented and relevant experi-

mental examples were highlighted. The need to establish,

update, and publish ‘‘Morkovin style’’ roadmaps was

emphasized. The relevance of global flow instabilities

and the crucial importance of geometric fidelity were

identified as important theoretical and numerical aspects

of AFC, respectively.
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