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ABSTRACT
Experimental and numerical heat transfer results in a trape-

zoidal duct with two staggered rows of inclined impingement jets
are presented. The influence of changes in the jet bore geometry
on the wall heat transfer is examined. The goal of this project
is to minimize the thermal load in an internal gas turbine blade
channel and to provide sufficient cooling for local hot spots.

The dimensionless pitch is varied between p/djet = 3 - 6.
For p/djet = 3, cylindrical as well as conically narrowing bores
with a cross section reduction of 25% and 50%, respectively,
are investigated. The studies are conducted at10,000≤ Re≤
75,000. Experimental results are obtained using a transient ther-
mochromic liquid crystal technique. The numerical simulations
are performed solving the RANS equations with FLUENT using
the low-Re k-ω-SST turbulence model.

The results show that for greater pitch, the decreasing inter-
action between the jets leads to diminished local wall heat trans-
fer. The area averaged Nusselt numbers decrease by up to 15 %
for p/djet = 4.5, and up to 30 % for p/djet = 6, respectively, if
compared to the baseline pitch of p/d jet = 3. The conical bore
design accelerates the jets, thus increasing the area-averaged
heat transfer for identical mass-flow by up to 15% and 30% for
the moderately and strongly narrowing jets, respectively. A de-
pendency of the displacement between the Nu maximum and the
geometric stagnation point from the jet shear layer is shown.

∗Address all correspondence to this author.

NOMENCLATURE

A [m2] Area
c [J/kgK] specific heat capacity
cD [-] discharge coefficient
d [m] bore diameter
h [W/m2K] heat transfer coefficient
I [-] turbulence intensity
k [W/mK] thermal conductivity
l [m] length
Nu [-] Nusselt number
p [m] bore pitch
Q̇ [W] heat flow
q̇ [W/m2] specific heat flux
Re [-] Reynolds number
s [m] circumferential coordinate
s ’ [-] dimensionless circumferential coordinate
T [K] temperature
t [s] time
v [m/s] velocity
y+ [-] dimensionless wall distance
z [m] jet-to-plate distance

ϕ [-] angle
Θ [-] dimensionless temperature
ρ [kg/m3] density
σ [-] standard deviation
ω [1/s] vorticity
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Subscripts

0 with referenceto initial conditions
A with reference to wall A
A1 with reference to impingement jet row A1
A2 with reference to impingement jet row A2
B with reference to wall B
C with reference to wall C
D with reference to wall D
F with reference to the fluid
in with reference to the impinging jet bore entry
jet with reference to the impinging jets
mean with reference to area averaged values
out with reference to the impinging jet bore exit
P with reference to perspex
t with reference to total conditions
W with reference to the wall

INTRODUCTION
The continuous pursuit of increasing gas turbine efficiency,

motivated by rising fuel cost, diminishing resources, and eco-
nomic requirements, leads to higher turbine inlet temperatures.
As a result, blades and vanes of modern gas turbines are ther-
mally highly loaded components which need to be intensively
cooled in order to extend their lifespan. Thus, profound knowl-
edge of cooling performance is essential for safely improving
the overall efficiency of the turbine. Modern design concepts
aim to achieve these goals by minimizing cooling air mass flows
while dealing with local hot spots. Several authors have given
an overview of state of the art technology for internal gas turbine
blade cooling, e.g. [1,2].

Impingement cooling is a viable method for gas turbine
components because high heat transfer coefficients can be
achieved in order to deal with local hot spots. A comprehensive
overview of jets impinging on solid surfaces can be found in [3].
More recent reviews were given by Han and Goldstein [4] and by
Zuckerman and Lior [5, 6], where the latter concentrated mainly
on numerical analysis. Weigand and Spring [7] summarized the
heat transfer characteristics of multiple jet systems.

The present study deals with the impact of two geometric pa-
rameters of an oblique impingement configuration on heat trans-
fer. On the one hand, the pitchp between the impingement bores
was varied. On the other hand, cylindrical bores were compared
with conically narrowing ones. Various authors studied the influ-
ence ofp on the jet heat transfer. Hollworth and Berry [8] inves-
tigated large hole pitch values of 10≤ p/djet ≤ 25 for Reynolds
numbers between 3,000 and 35,000 and found the local Nusselt
numbers to decline with growing pitch. However, if one con-
siders the larger area supplied by each individual jet, higherp
results in an increased total heat flow per amount of cooling air.
This trend was also confirmed by Huber and Viskanta [9] for

FIGURE 1: SCHEMATIC OF AN IMPINGEMENT COOLED
MID-CHORD PASSAGE OF A TURBINE BLADE

4≤ p/djet ≤ 8 and 3,500≤ Re≤ 20,400 as well as Haiping et
al. [10] for 5≤ p/djet ≤ 15 and 7,000≤ Re≤ 20,000. Weigand
and Spring [7] listed further studies with similar results.

There are only few publications on conically narrowing im-
pingement bores. Pan et al. [11] compared water jets through
a long cylindrical nozzle and a narrowing nozzle with rounded
contours. The former yielded slighly higherNu in the stagna-
tion region. However, both nozzles had the same outlet diameter,
which Rereferred to. In contrast, the bores in the present inves-
tigation have the same inlet diameter. If the Reynolds numbers
in [11] were formed with the nozzle inlet diameter, heat trans-
fer for the contoured nozzle would be higher for comparableRe.
Brignoni and Garimella [12] conducted experiments comparing
a cylindrical nozzle with two different chamfered orifices end-
ing in a cylindric cross-section with the same diameter. They
measured slightly increasing heat transfer as well as a signifi-
cant reduction of pressure loss with the conical nozzles. Royne
and Dey [13] investigated water jets with both a cylindrical and a
conical bore. The conically narrowed orifice yielded the largest
averagedNu and the highest values forcD.

The configuration examined in the present paper is related to
an advanced mid-chord cooling passage for gas turbine blades.
Figure 1 shows an example of such a turbine blade with the im-
pingement cooled passage. It is characterized by a combination
of wall-integrated impingement jets with local flow extraction.
The jets are directed toward the pressure and suction sides of the
blade. The outflow is solely obtained through vent holes in a
staggered arrangement to the jets and hence no significant cross-
flow is generated.

For the experiments incorporated in this study, the im-
pingement jet bore pitch was varied between 3d jet and 4.5d jet.
The CFD simulations additionally includedp = 6d jet. For
p/djet = 3, cylindrical bores were compared with conical bores
featuring 25% and 50% cross-section reduction, respectively (in
the following referred to as conical bores I and II, respectively).
For all setups, Reynolds numbers between 10,000 and 75,000
were investigated.

Although the investigated geometry is somewhat specific, it
might be representative for future advanced turbine blade cool-
ing passages. The aim of this contribution is to experimentally
analyze the complex heat transfer phenomena for varying geo-
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FIGURE 2: SCHEMATIC OF THE EXPERIMENTAL FACI-
LITY

metric parametersand to investigate the numerical predictabil-
ity of these variations using Reynolds-averaged Navier-Stokes
(RANS) simulations. These are frequently applied in the indus-
trial design process because of their comparatively low compu-
tational cost and satisfying accuracy.

EXPERIMENTAL SETUP AND PROCEDURES
Test Section and Geometry

The test facility consists of a rotary blower followed by a wa-
ter radiator which supplies a constant air flow at around 20◦C. At
a maximum absolute pressure of 1.6bar a mass flow of 200g/s
can be realized. After passing the heater plenum, the flow is led
through a mesh heater. The mesh heater consists of six steel wire
cartridges connected in series and charged with a total of 12kW
electrical power. It is designed to obtain air temperature steps
of up to 60K at the highest mass flow rates. The experimental
facility is shown in Fig. 2. Details about the instrumentation of
the experimental rig can be found in [14] and [15].

Figure 3a shows the baseline configuration test section. Af-
ter leaving the mesh heater, the air flow enters plenum A, the
supply chamber for the impingement jets. Two rows of inclined
bores in wall A lead the jets into the passage. The outflow from
the test section is realized through two rows of bores towards
plenum B and the main outflow duct. Plenums A and B as well
as all components of the test section are made of perspex to en-
sure low thermal conductivity and optical accessibility for the
heat transfer measurements. The jet rows A1, A2, B1, and B2 in
Fig. 3b are composed of of seven inclined circular bores. Rows
A1 and B2 as well as A2 and B1, respectively, are positioned
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FIGURE 3: EXPERIMENTAL SETUP

in-line. The rows A1, A2, and B1 have the same diameterd jet

whereas the diameter of row B2 is 1.2d jet. The presented re-
sults are related to the jet Reynolds numberRe, which is based
on the jet diameterd jet and assumes an equally distributed mass
flow through all jets. The jets of row A1 impinge with an in-
cident angle of 30◦ on wall D. Likewise, the incident angle of
the jets of row A2 is 30◦ relative to wall C. The dimensionless
jet-to-plate distancez/djet for row A1 is 2.56 and for row A2
3.95. Figure 3b introduces a circumferential coordinates mov-
ing counter-clockwise around all channel walls.

The different bore geometries with their respective dimen-
sionless legth and diameter ratios as well as the impingement
angles are shown in Fig. 4.
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FIGURE 4: SKETCH OF DIFFERENT BORE CONFIGURA-
TIONS WITH GEOMETRIC DATA

Measurement Techniques and Data Reduction
To measure heat transfer, a transient thermochromic liquid

crystal (TLC) method [16] was used. This technique is based on
the temperature dependent color change of a layer of liquid crys-
tals applied on every investigated surface. Since all walls were
observed from the outside, the TLCs were sprayed directly onto
each plate and covered with a layer of black coating to enhance
contrast. A narrow bandwidth type (38◦C−39◦C) of TLCs was
used for all experiments.

Based on the assumption of one-dimensional heat conduc-
tion with a convective boundary condition, a step-change in the
fluid temperature leads to a time dependent wall temperature dis-
tribution. Starting from a well-known initial model temperature
T0, the wall temperatureTW responds to the sudden rise of the
fluid temperatureTF . Once the wall temperature reaches the
indication temperature the TLCs begin to reflect incident light
within the color spectrum. A separate calibration of the liquid
crystals provides a relationship between the maximum green in-
tensity and the TLC temperature.

For an ideal temperature step change the time-dependent
wall temperature distribution can be described by the semi-
infinite wall solution [17]:

Θ =
TW −T0

TF −T0
= 1−exp

(

h2 t
kP ρPcP

)

er f c

(

√

h2 t
kP ρPcP

)

(1)

To account for the non-ideal temperature rise, the Duhamel’s
principle is applied to Eqn. (1) as described in [18]. For im-
pingement heat transfer problems it is common to define the heat

transfer coefficient relative to the jet total temperature [3]. In
the present investigation, the total temperature was measured in
plenum A with a thermocouple close to the jets and applied for
the evaluation of all test section walls. The position of the ther-
mocouple is indicated in Fig. 3a. To avoid additional optical
blockage on plate A, we used no more than one thermocouple
to capture the fluid temperature. The experimental data has been
evaluated using an ITLR in-house program. Poser et al. [19] de-
scribed details about the applied data analysis.

The experiments have been performed with various temper-
ature steps (see Hoefler et al. [20]). The results have proven to be
independent of the chosen temperature level within experimental
uncertainties.

Uncertainty Analysis
A measurement uncertainty analysis for the heat transfer

measurements was carried out following the method outlined by
Moffat [21]. The uncertainties of the measured input parame-
ters are listed in Tab. 1 with a confidence interval of 95%. The
given uncertainty for the fluid temperature measurements covers
an increased uncertainty level of thermocouples for heated flow.
The uncertainty forTW arises from the TLC calibration proce-
dure. For the overall uncertainty calculation of the heat trans-
fer coefficienth, the resulting equation with Duhamel’s principle
was taken into account. Furthermore, the overall uncertainties
are dependent on the value ofh, with increasing values resulting
in higher uncertainties. Hence, the root sum square uncertainty
in the presented work for the highest heat transfer rates was cal-
culated to±13%. The mass flow measurements determiningRe
have an uncertainty of±2.5%, according to the manufacturer.

A transient CFD investigation showed that in an area of up to
1.5 bore diameters around the impingement and extraction holes,
sharp edges and strong temperature gradients cause lateral heat
conduction. In these regions, the assumption of one-dimensional
heat conduction can not be upheld. Hence, the uncertainty of
the results obtained with the TLC method will be higher in these
areas, which, however, are not the main focus of the heat trans-
fer analysis in our case. A closer investigation of the effects
of lateral heat conduction on wall C following the method of
Kingsley-Rowe et al. [22] yielded a maximum local difference
of 4% between the one-dimensional Biot number and a corrected
Biot number which includes lateral heat conduction effects. The
average discrepancy lies well below 1%.

NUMERICAL SETUP AND PROCEDURES
The numerical calculations were conducted with the com-

mercial finite-volume-solver FLUENT (version 12.1) using the
low-Rek-ω-SST turbulence model. This model has proven ap-
propriate for RANS simulations of jet impingement heat trans-
fer, see Zuckerman and Lior [5], Hofmann et al. [23], Rao et
al. [24] and Zu et al. [25]. In order to minimize the computa-
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TABLE 1: UNCERTAINTIES FOR HEAT TRANSFER MEA-
SUREMENTS

Quantity k [W/mK] ρ [kg/m3] c [J/kgK]

Uncertainty ±5% ±1% ±1%

Quantity TW,T0 [K] TF [K] t [s]

Uncertainty ±0.2 ±0.4 ±0.1

FIGURE 5: NUMERICAL GRID

tional effort, a symmetrical channel segment comprising half a
bore of each row was discretized, as shown in Fig. 5

The structured hexahedral meshes were generated with the
commercial software ANSYS ICEMCFD (version 12.1). The
boundary layer was resolved withy+ ≤ 2, as required by the tur-
bulence model. The Grid Convergence Index (GCI) according to
Roache [26] was determined in order to quantify the discretiza-
tion error and study the influence of grid resolution. For the case
of p/djet = 6 andRe= 45,000, the GCI forNuaveraged over all
channel walls is 3.46%. Table 2 lists relevant data for the grids
used for this study.

TABLE 2: GRID DATA FOR GCI-CALCULATION

Grid 1 Grid 2 Grid 3

number of cells 5,313,570 2,450,253 1,113,041

target wall max. y+ 0.826 1.057 1.356

max. aspect ratio 608 444 547

min. cell angle 15.0◦ 15.0◦ 15.0◦

The fluid density is modeled according to the ideal gas law,
thus dependingon local values of pressure and temperature.
All transport equations were solved with second order accuracy
schemes and the SIMPLE-algorithm was used for the pressure-

velocity coupling. The calculations were parallelized fourfold
and required 5.5 GB RAM and approx. 100 h computing time on
an Intel Xeon quad core 3.2 GHz processor. In order to achieve
the desired convergence criteria, such as sufficiently constant
monitor values for relevant hydrodynamic and thermal quantities
as well as residuals below 10−5, about 20,000 iterations were
necessary.

At the inlet, mass flow rates for each row are defined, re-
sulting in block-shaped velocity profiles. The total mass flow
is not distributed equally between rows A1 and A2, but di-
vided according to the experimentally measured discharge co-
efficientscD through the orifices, see Tab. 3 (details about the
cD-measurements can be found in [14]). The mass flow distribu-
tions are listed only for the representative Reynolds number of
45,000, because the values for otherReare very similar. Since
no experiments could be conducted forp/djet = 6, the mass flow
distributions fromp/djet = 4.5 were assumed for these cases.

TABLE 3: MASS FLOW DISTRIBUTION FORRe= 45,000

jet row

Geometry A1 A2

p/djet = 3 cyl. bores 46.2% 53.8%

con. bores I 48.4% 51.6%

con. bores II 49.1% 50.9%

p/djet = 4.5 46.2% 53.8%

p/djet = 6 46.2% 53.8%

The flow enters the domain with a static temperature of 55◦C
and aturbulence intensity according toI = 0.16Re1/8. All chan-
nel walls are modeled isothermal with no-slip conditions and a
constant temperature of 38◦C, which corresponds to the indica-
tion temperature of the thermochromic liquid crystals. The outlet
bores of rows B1 and B2 are openings against ambient pressure,
thus allowing outflow and backflow into the cavity. The jet to-
tal temperature at the inlet serves as reference temperature for
determining the heat transfer coefficienth, see Eqn. (2).

h=
q̇

(Tt, jet −TW)
(2)

Heattransfer results are given in dimensionless form, using the
Nusselt number according to Eqn. (3).

Nu=
hdjet

kF
(3)

RESULTS
The present paper comprises experimental and numerical

analyses of the wall heat transfer in the duct described above.

5 Copyright c© 2011 by ASME

5 Copyright © 2011 by ASME and Alstom Technology, Ltd.



Wall A

Wall B

Wall C

Wall D

A1

A2

B1

B2

(a) FRONT VIEW

Wall A

Wall B

Wall C

Wall D

A1

A2

B1

B2

(b) REAR VIEW

10 20 30 40 50 60 70 80 90 100 110 120 130velocity [m/s]

FIGURE 6: STREAMLINES FORp/d jet = 3, Re= 75,000

The TLC method yields locally resolved results for all chan-
nel walls. These are compared with numerically gained data.
In addition, laterally averaged Nusselt numbers are presented.
The simulations provide information about the flow field which
strongly influences the heat transfer, but is not determined exper-
imentally.

Flow Field
Figure 6 shows streamlines forp/djet = 3 andRe= 75,000.

The jets impinge on their respective target walls and run along
them. The jet originating from row A1 is deflected subsequently
and impinges again on Wall B. A large center vortex as well as
a smaller corner vortex between walls B and C are clearly de-
tectable. Within these vortices, flow velocities are relatively low,
whereas velocity maxima occur in the regions close to the outlet
openings due to the strong streamline deflection. This goes along
with significant flow contraction and streamline separation, see
Fig. 6b. These features are stronger in row B1 because the flow
experiences a deflection of nearly 90◦ after following wall B.
The zone between walls A and C is dominated by scarce fluid
exchange with the rest of the cavity and low flow velocities.

Figure 7 shows contours of the vorticity magnitude
|~ω|= |∇×~v|. Three planes for each bore pitch, 3, 4.5, and 6 jet
diameters, respectively, are displayed. These correspond to the
three cutting planes in Fig. 3 (dashdotted line for Figs. 7a, 7d,
and 7g, dotted line for Figs. 7b, 7e, and 7h, and dashed line for
Figs. 7c, 7f, and 7i). The rotation afflicted boundary layers in the
inlet bores can be seen. Upon entering the cavity, friction with
the ambient fluid causes shear layers of high vorticity. The jets
widen whereas the potential core, characterized by low vorticity
magnitude, narrows.

In Figs. 7b, 7e, and 7h, one sees raised levels of|~ω| in the
stagnation region between the jets. The secondary impingement
of the jets from row A1 on wall B already observed in Fig. 6
shows again in Figs. 7c, 7f, and 7i. When the jet impinges on

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

0 500020001000 3000 4000vorticity magnitude [1/s]

FIGURE 7: VORTICITY MAGNITUDE AT Re= 75,000 IN
SLIDES THROUGH JET AXES AND BETWEEN
JETS: (a)-(c)p/djet = 3, (d)-(f) p/djet = 4.5, (g)-(i)
p/djet = 6

wall B, its potential core is still intact. The high levels of|~ω|
in the outlet bores indicate flow separation. The reduction of
|~ω| with growing p/djet, which can be observed in Figs. 7b, 7e,
and 7h gives proof to diminished interaction between individual
jets. The flow phenomena forRe= 75,000 occur similarly for
other Reynolds numbers and geometry configurations. Thus they
serve to explain the heat transfer results in the following sections.

Heat Transfer
Pitch Variation Figure 8 exhibits contours of experimen-

tally determinedNu. The evaluation focuses on the center seg-
ment of the channel with a width of 2.5p in order to reduce
the impact of the side walls. The localNu-distributions are nor-
malized with the respective area-averaged values for each wall,
which are listed in the table. These plots show no significant
qualitative differences in heat transfer characteristics for the dif-
ferent pitches. Especially the egg-shaped maxima on wall C and
the horseshoe-shaped contours on target wall D remain qualita-
tively unchanged. The blanked regions on walls A and B are
caused by the inlet and outlet bores (which appear distorted due
to the non-perpendicular camera perspective), respectively, and a
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D A C B

Nu/Numean 0 0.2 0.6 0.8 1.0 1.6 1.8 2.01.40.4 1.2
s

Numean Wall A Wall B Wall C Wall D
p/djet = 3 44.1 94.3 82.2 124.3
p/djet = 4.5 34.6 86.2 81.1 112.1

FIGURE 8: EXPERIMENT: LOCAL NUSSELT NUMBER RA-
TIOS AT Re= 45,000, FROM TOP TO BOTTOM:
p/djet = 3, p/djet = 4.5, AREA AVERAGED NUS-
SELT NUMBERSNumean

wedge in plenum A (see Fig. 3a), which prevent optical access.
Nusselt number maxima occur in the stagnation regions on

walls C and D as well as on wall B, where the jets from row A1
impinge again after being deflected. Forp/djet = 4.5, the areas
of high Nusselt number extend further downstream while zones
of low heat transfer arise between the jets. The latter, which
is caused by the diminishing jet interaction, is also visible on
wall C, where theNu maximum increases for larger bore pitch,
while the area-averaged heat transfer remains almost unaltered.

The numerical results for differentp are shown in Fig. 9.
In addition to the experimentally investigated configurations of
p/djet = 3 and p/djet = 4.5, CFD simulations were also per-
formed forp/djet = 6. Due to size constraints of the test rig, this
pitch could not be investigated experimentally without breaching
periodic conditions. As for the experimental results, local Nus-
selt numbers are normalized with area-averaged values. Qualita-
tively, the results are in good congruence with the experiments.
Again, the contours show no significant changes overp/djet with
their maxima in the stagnation zones, near the edge of walls B
and D, and close to the outlet bores. Forp/djet ≥ 4.5, the zone
of high heat transfer widens downstream. In the baseline geome-
try (p/djet = 3), this is prevented by the increased jet interaction.
Like in the experiment, the regions of highNushow only moder-
ate lateral growth with risingp/djet, whereas the areas of lowNu
expand disproportionately. The increasing distance between the
individual jets considerably weakens the corner vortex between

D A C B

s
Nu/Numean 0 0.2 0.6 0.8 1.0 1.6 1.8 2.01.40.4 1.2

Numean Wall A Wall B Wall C Wall D
p/djet = 3 37.6 114.8 100.5 116.7
p/djet = 4.5 35.2 98.9 90.6 100.3
p/djet = 6 32.4 91.0 81.8 85.1

FIGURE 9: CFD: LOCAL NUSSELT NUMBER RATIOS AT
Re= 45,000, FROM TOP TO BOTTOM:p/djet =
3, p/djet = 4.5, p/djet = 6, AREA AVERAGED
NUSSELT NUMBERSNumean

walls B and C which causes a localNuminimum for p/djet = 3,
but hardly affects heat transfer forp/djet ≥ 4.5.

Figure 10 displays laterally averaged distributions ofNu.
The circumferential coordinates is made dimensionless with
the respective wall length:s′ = s/lW. The curves in Figs. 10c
and 10d correspond to the contours in Figs. 8 and 9, respec-
tively. The line-averaged experimentalNu-values on wall C
nearly collapse forRe≥ 45,000. The slightly higherNu max-
ima for p/djet = 4.5 are compensated by the larger areas of low
Nu. ForRe= 10,000, heat transfer forp/djet = 3 is about 25%
higher than forp/djet = 4.5. On wall D,Nu is nearly indepen-
dent of p/djet for sD

′ ≤ 0.4. ForsD
′ ≥ 0.4, the zones of low

Nu between the jets cause lower averaged Nusselt numbers for
larger bore pitch. As on wall C, this effect is more pronounced
for the lower Reynolds numbers.
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TABLE 4: AREA-AVERAGED NUSSELT NUMBERS AND
ABSOLUTE HEAT FLOW AT Re= 45,000, NOR-
MALIZED WITH RESULTS FORp/djet = 3

(a) EXPERIMENTAL RESULTS

A NuC NuD Q̇C Q̇D

p/djet = 3 1 1 1 1 1

p/djet = 4.5 1.5 0.986 0.902 1.480 1.353

(b) NUMERICAL RESULTS

A NuC NuD Q̇C Q̇D

p/djet = 3 1 1 1 1 1

p/djet = 4.5 1.5 0.902 0.859 1.353 1.289

p/djet = 6 2 0.814 0.729 1.629 1.457

The CFD results show a clear trend of declining averaged Nus-
selt numberfor increasingp. Lower Nu maxima and growing
areas of lowNu add up to this effect. The large fluctuations for
p/djet = 3 in the region 0.8≤ sC

′ ≤ 1 are attributed to the corner
vortex whose intensity declines significantly for largerp. Both
the experiments and the simulations show the location of theNu
maximum to shift downstream with risingp/djet.

While the agreement between experimental and numerical
results on wall D is satisfying within the scope of this study, the
deviations on wall C are larger. It should be noted that the ex-
perimental uncertainty as well as the deviations caused by the
different methods (transient experiment vs. steady-state CFD)
reach their maxima on wall C. This is why special attention was
paid to the measurements on wall C (see Hoefler et al. [20]).
The disagreement must to a significant part be ascribed to the
experimental results. The overestimation of the Nusselt number
by the CFD simulations, especially in the stagnation region, has
been reported before, e.g. by Hofmann et al. [23]. Weigand and
Spring [7] list further investigations observing the same trend.
Two-equation turbulence models tend to overpredict the produc-
tion of turbulent kinetic energy near the stagnation point, which
leads to increased levels of heat transfer.

In addition to locally resolved and line-averagedNu data,
also area-averaged heat transfer results are relevant for the as-
sessment of different bore pitches. Table 4 summarizes these val-
ues. Although area-averaged Nusselt numbers decline for larger
p, the increased area supplied by each jet gives rise to higher
total heat flow, thus using the available cooling air more effi-
ciently. This is consistent with studies conducted by Huber and
Viskanta [9] as well as Haiping et al. [10]. However, it is im-
portant to keep in mind that the zones of low heat transfer may
suffer from high local component temperatures.
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FIGURE 10: LINE-AVERAGED NUSSELT NUMBERS FOR
DIFFERENT p/djet AT VARIOUS REYNOLDS
NUMBERS

Bore Shape Variation For the comparison of cylindri-
cal and conical bores, the mass flow through the orifices was kept
constant. This leads to increased jet velocities at the bore exit for
the conical bores. The nominal Reynolds number is valid for
the bore inlet, whereas at the bore exit,Reis elevated by 15.5%
(conical bores I) and 41.4% (conical bores II), respectively.

Experimentally obtainedNu contours for the different con-
figurations are displayed in Fig. 11. The intensified heat transfer
for the conical bores, caused by the higher jet velocities, is re-
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D A C B

s
Nu/Numean 0 0.2 0.6 0.8 1.0 1.6 1.8 2.01.40.4 1.2

Numean Wall A Wall B Wall C Wall D
cylindrical bores 44.1 94.3 82.2 124.3
conical boresI 47.1 99.4 87.8 126.2
conical boresII 49.5 115.2 99.3 128.3

FIGURE 11: EXPERIMENT: LOCAL NUSSELT NUMBER
RATIOS AT Re= 45,000, FROM TOP TO
BOTTOM: CYLINDRICAL BORES, CONICAL
BORES I, CONICAL BORES II, AREA AVER-
AGED NUSSELT NUMBERSNumean

flected in increased area-averaged heat transfer. However, the
contours ofNu/Numean for the three bore shapes are similar.
Since there are no qualitative changes in the flow field, heat trans-
fer in the regions not directly subjected to the impinging jets re-
mains nearly unchanged. Hence, due to the increased overall heat
transfer,Nu/Numeandecreases slightly in these areas whereas the
normalized Nusselt numbers in the stagnation zone rise. In ad-
dition to increasing, theNumaximum is also displaced such that
with stronger flow contraction it is located further downstream.

This can also be observed in the CFD results, see Fig. 12.
As in the experimental data, the normalized heat transfer con-
tours do not differ significantly in shape. The jet contraction and
acceleration cause higher heat transfer downstream of the stag-
nation region, whereasNu/Numean on the target walls B and C
decreases near the edges with wall A.

The line-averagedNu-plots in Fig. 13 also show smaller dif-
ferences in the experimentally obtained heat transfer data be-
tween the cylindrical bores and those with 25% cross-section re-
duction, while the strongly narrowed orifices yield clearly higher
Nusselt numbers. In the CFD simulations, however, there is a
clear trend: the stronger the bore contraction, the higher the Nus-

D A C B

s
Nu/Numean 0 0.2 0.6 0.8 1.0 1.6 1.8 2.01.40.4 1.2

Numean Wall A Wall B Wall C Wall D
cylindrical bores 37.6 114.8 100.5 116.7
conical boresI 47.4 131.4 115.0 130.4
conical boresII 51.1 151.4 129.6 147.9

FIGURE 12: CFD: LOCAL NUSSELT NUMBER RATIOS AT
Re= 45,000, FROM TOP TO BOTTOM: CYLIN-
DRICAL BORES, CONICAL BORES I, CONI-
CAL BORES II, AREA AVERAGED NUSSELT
NUMBERSNumean

selt number level. Both on wall C and on wall D, the downstream
displacement of theNu maximum also shows in the laterally av-
eraged results1.

Figure 14 serves to understand the displacement of theNu
maximum. Various flow features, such as shear layer onset, jet
widening, and contraction of the potential core, have already
been mentioned above (see Fig. 7). In addition to the contours
of vorticity magnitude, the locations ofNu maximum the and
the geometric stagnation point (where the jet axis meets the tar-
get wall) are visible. These plots indicate a connection between
vorticity and heat transfer. The point of maximum heat trans-
fer coincides with the first impact of the potential core layer on
the wall. For the constricted jets this position is located further
downstream due to the narrowing of the jet. Thus, the point of
maximumNu lies further downstream and closer to the geomet-
ric stagnation point. It also becomes clear that the acceleration
of the jet leads to increased levels of vorticity magnitude.

1 on wall D, ‘downstream’ corresponds to fallingsD
′ according to the defini-

tion of s (see Fig. 3b)
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SUMMARY AND CONCLUSIONS
Experimental and numerical heat transfer measurements in

a confined impingement cooling configuration with oblique jets
are presented. The assembly consists of four trapezoidally ar-
ranged walls, one of which holds two staggered rows of inclined
jets, each impinging on a different target wall. On the opposing
wall, the flow exits the cavity through two mutually staggered
rows of outlet openings. The investigated duct is typical for a
modern turbine blade midchord cooling channel.

The experimental results were obtained using a transient liq-
uid crystal technique. Steady-state CFD simulations were per-
formed with a low-Re-k-ω-SST turbulence model. Spatially
resolved Nusselt numbers as well as line-averaged and area-
averaged Nusselt numbers are determined. The simulations also
help understand the complex flow field in the cavity which drives
the heat transfer.

The jets from row A1 are deflected after impinging on wall D
and, due to the short length of wall D, impact on wall B. Since
the jet potential core is still intact at this secondary impingement,
the Nusselt numbers in this region are as high as those in the
stagnation regions of the jets.

Two geometric modifications of the baseline configuration
are investigated: increased impingement jet pitch and conically
narrowing inlet bores. With growing pitch, jet interactions di-
minish which becomes manifest in decreasing vorticity magni-
tude. However, the overall flow field remains unaltered, hence
no grave qualitative changes in heat transfer are observed. There
is a tendency of declining Nusselt number for largerp, which is
more pronounced in the CFD results. Between the jets, zones of
low Nuarise if the jets are further apart. This leads to lower area-
averaged Nusselt numbers, which, however, are outweighed by
the increased area supplied by each jet. Thus, for higherp, the
cooling air can be used more efficiently.

0 12000vorticity magnitude [1/s] 6000 90003000

(a) JET A1, CYLINDRICAL
BORES

(b) JET A2, CYLINDRICAL
BORES

0 18000vorticity magnitude [1/s] 9000 135004500

(c) JET A1, CONICAL BORES I (d) JET A2, CONICAL BORES I

0 27000vorticity magnitude [1/s] 9000 18000

(e) JET A1, CONICAL BORES II (f) JET A2, CONICAL BORES II

location of Nu maximumgeometric stagnation point jet bore axis

FIGURE 14: CORRELATION BETWEEN JET SHEAR
LAYER AND LOCATION OF MAXIMUM
NUSSELT NUMBER

The narrowing bore shape accelerates the jets, which in-
creases the stagnation region Nusselt number significantly with-
out strongly affecting the heat transfer in areas not dominated by
impingement. The nominal Reynolds number, referring to the
bore inlet, is constant, but the effective Reynolds number in the
orifice outlet rises. Both higher jet pitch and bore contraction
cause a downstream displacement of theNu maximum.
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