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ABSTRACT 

Common gas turbine heat transfer analysis methods rely 

on the assumption that the driving temperature for heat 

transfer to a film cooled wall can be approximated by the 

adiabatic wall temperature.  This assumption implies that the 

gas temperature above a film cooled adiabatic wall is 

representative of the overlying gas temperature on a film 

cooled conducting wall.  This assumption has never been 

evaluated experimentally.  In order for the adiabatic wall 

temperature as driving temperature for heat transfer 

assumption to be valid, the developing thermal boundary layer 

that exists above a conducting wall must not significantly 

affect the overriding gas temperature.  In this paper, thermal 

fields above conducting and adiabatic walls of identical 

geometry and at the same experimental conditions were 

measured.  These measurements allow for a direct comparison 

of the thermal fields above each wall in order to determine the 

validity of the adiabatic wall temperature as driving 

temperature for heat transfer assumption.  In cases where the 

film cooling jet was detached, a very clear effect of the 

developing thermal boundary layer on the gas temperature 

above the wall was measured.  In this case, the temperatures 

above the wall were clearly not well represented by the 

adiabatic wall temperature.   For cases where the film cooling 

jet remained attached, differences in the thermal fields above 

the adiabatic and conducting wall were small, indicating a 

very thin thermal boundary layer existed beneath the coolant 

jet.  

 

INTRODUCTION 
The design of turbine hot gas path components must 

account for the fact that modern engines operate at 

temperatures well beyond the allowable material limit.  In 

order to keep hot gas path components within their allowable 

operating range, complicated active cooling schemes are 

implemented.  Cooling schemes employed in gas turbine 

airfoil design include internal convective cooling as well as 

external film cooling.  In order to accurately predict the life of 

a turbine blade or vane for a given cooling configuration, 

detailed information concerning the metal temperatures is 

necessary.   

Testing cooling configurations on an operating engine is 

not only expensive, but obtaining quality component metal 

temperature data is extremely difficult due to the extreme 

operating conditions and difficulty in accessing the areas of 

interest.  For these reasons, gas turbine cooling designers have 

relied on an analysis which relies on decoupling the internal 

and external flow fields through the use of a known wall 

condition, typically an adiabatic wall.  With the internal and 

external cooling problems separated, detailed parametric 

studies can be undertaken with the goal of optimizing the 

internal and external cooling schemes.  These tests have the 

benefit of simplifying the analysis as well as being relatively 

inexpensive.  Internal cooling studies typically focus on 

maximizing the internal convective heat transfer coefficient 

for a given coolant flow.  External cooling focuses on film 

cooling and the associated film effectiveness, or film coverage 

on the component surface, as well as quantification of the 
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external convective heat transfer coefficient.  The component 

metal temperature, which is the figure of merit, can then be 

solved for using experimentally measured internal and 

external cooling parameters as boundary conditions for FEM 

codes. 

Metal temperatures calculated in the way described 

previously rely on accurate boundary conditions, which are 

subject to simplifying assumptions.  One way in which the 

boundary condition accuracy can be brought into question is 

through the common assumption that Taw is the appropriate 

driving temperature for external heat transfer.  The use of Taw 

as the driving temperature for heat transfer, as seen in 

Equation 1, was first proposed by Goldstein [1]. 
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Intuitively, a strong case can be made for use of the adiabatic 

wall temperature in heat transfer coefficient definition because 

it should represent the overriding gas temperature of the film 

cooled wall.  For example, on areas of the wall where little 

film cooling exists, such as the midline between two film 

cooling holes, the adiabatic wall temperature is equal to or 

very close to the mainstream temperature since there is 

virtually no coolant gas over that location.  Directly behind a 

film cooling hole, the adiabatic wall temperature will be some 

value between the coolant exit temperature and mainstream 

temperature, dependent on the amount of mixing between the 

coolant jet and the mainstream gas.  While Goldstein [1] states 

that the film cooling heat transfer coefficient defined in 

Equation 1 should be independent of the coolant temperature, 

no proof is given.  A second heat transfer coefficient could be 

defined by using the mainstream temperature in place of Taw, 

however this heat transfer coefficient would clearly vary 

strongly with coolant temperature.   

Although arguments for the use of Taw as the driving 

temperature for heat transfer can be made, virtually no critical 

evaluation of this assumption can be found in the open 

literature.  Choe et al. [2] analytically evaluated the heat flux 

into a film cooled wall using a superposition analysis.  For the 

hypothetical conducting constant temperature wall examined 

in Choe et al. [2], the adiabatic wall temperature predicted 

using Equation 1 and the predicted heat flux on the conducting 

wall would not be the same as the adiabatic wall temperature 

measured directly from an adiabatic surface.   

Two different studies by Harrison and Bogard [3, 4] 

attempted to evaluate the adiabatic wall temperature as driving 

temperature assumption using computational tools.  In both 

studies, Fluent was used to compare a fully conjugate 

prediction of metal temperature and heat flux as well as a 

prediction of heat flux and surface temperature through a 

simulation of conventional analysis techniques using an 

adiabatic wall.  The conventional analysis method used the 

simulated common experimentally produced boundary 

conditions for a decoupled analysis and then predicted the 

metal surface temperature using an FEM solver.  The 

geometry studied was a film cooled flat plate.  The authors 

made a specific point of noting that use of the adiabatic wall 

temperature to predict heat flux or surface temperature for a 

conducting component ignores any effects of conjugate heat 

transfer that may be present.  On a conducting wall, a 

developing thermal boundary layer will be present, and the 

relative thickness of this boundary layer to the coolant jet 

thickness has the potential to significantly affect the validity of 

the adiabatic wall as driving temperature assumption. 

Figure 1, taken from Harrison and Bogard [3], presents 

how the hypothetical developing thermal boundary layer on a 

film cooled wall may affect the validity of the use of the 

adiabatic wall temperature as the driving temperature for heat 

transfer.  For a thermal boundary layer that is relatively thin, 

the overriding gas temperature would be relatively close to the 

core jet temperature for an attached jet, and Taw would be a 

reasonable approximation of the driving temperature for heat 

transfer.  For the case of a thick thermal boundary layer, the 

driving temperature could be any value between the adiabatic 

wall temperature and mainstream temperature, and probably 

not well represented by Taw.  The results of both studies by 

Harrison and Bogard [3, 4] showed that where conventional 

analysis did not predict the surface heat flux temperature 

accurately, the overriding gas temperatures were not well 

represented by the adiabatic wall temperature.  These 

differences were solely attributed to conjugate heat transfer 

effects that are ignored by conventional analysis techniques.   

 
Figure 1: Hypothetical thermal boundary layer profiles 

demonstrating the validity of Taw as driving temperature [3] 

 

In order to experimentally validate the adiabatic wall 

temperature as driving temperature for heat transfer 

assumption, the thermal profile above identical film cooled, 

conducting and adiabatic components must be measured.  

While no experimental measurements of thermal profiles 

above conducting, film cooled walls exists in the open 

literature, several researchers have measured the thermal 

profiles above film cooled adiabatic walls.  Thole et al. [5] and 

Coulthard et al. [6] measured thermal profiles above a film 

cooled, adiabtic flat plate over a wide range of film cooling 

momentum flux ratios.  Measurements of thermal profiles 

above film cooled, adiabatic vane geometries were performed 

by Cutbirth and Bogard [7], Waye [8] and Teng et al. [9]. All 

of the thermal field measurements are useful in understanding 

the physics of film cooling, however their usefulness in 

evaluating the adiabatic wall temperature assumption is 

extremely limited due to their lack of accompanying 

measurements above a conducting wall.  Direct measurement 

of the thermal field above both adiabatic and conducting film 

cooled walls is essential in order to experimentally validate the 

adiabatic wall temperature assumption. 

While no experimental measurements of the thermal field 

above conducting, film cooled walls exist, several studies 

present surface temperature measurements on conducting 

walls with and without film cooling.  The work of Hylton et 

al. [10] details surface temperature measurements at the 
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midspan of a scaled up, radially cooled metal turbine vane.  

Showerhead and main body film cooling was added in follow 

on studies by Turner et al. [11] and Hylton et al. [12].  The 

primary goal of studies [10 – 12] was to provide validation 

data for codes aimed at calculating heat transfer coefficients.  

No effort was made to produce scaled non-dimensional 

surface temperatures that were representative of engine 

components.   

A critical aspect in matching the developing boundary 

layer growth, which is necessary to evaluate the effect of the 

boundary layer on the adiabatic wall temperature assumption, 

is matching the non-dimensional surface temperature 

distribution on the test vane to the engine condition.  Sweeney 

and Rhodes [13] developed a matched Bi model in order to 

simulate the overall cooling performance of Lamilloy, which 

uses effusion cooling and a double wall with extensive internal 

cooling.  Sweeney and Rhodes used a flat plate that was 

constructed of a lower thermal conductivity material (relative 

to the engine) selected to match Bi to engine conditions.  

Matching Bi, defined in equation 1 to be the ratio of 

convection heat transfer resistance to the conduction 

resistance,  

Bi = 
k

the

     [1]

 

Matching Bi to the engine condition ensured that the ratio 

of convective heat transfer at the solid surface to the 

conduction through the solid matched the engine condition 

and allowed for direct measurement of non-dimensional metal 

temperatures that were representative of an engine component.  

Additional experimental studies utilizing the matched Bi were 

performed by Albert et al. [14] and Mouzon et al. [15], which 

simulated a conducting leading edge model with internal 

impingement. 

More recently, Dees et al. [16 – 19] performed a series of 

studies on a scaled up, matched Bi vane cooled with an 

internal cooling circuit designed to be representative of typical 

internal cooling configurations.  The first two studies by Dees 

et al. [16. 17] detailed surface temperature measurements on 

an internally cooled vane with and without internal rib 

turbulators.  Dees et al. [18] measured the developing thermal 

and momentum boundary layers above the internally cooled 

turbine vane.  Surface temperature measurements on identical 

adiabatic and conducting vanes were measured in Dees et al. 

[19].  The current study measures the associated thermal fields 

above the film cooled adiabatic and conducting vanes.   

The goal of the current work is to experimentally measure 

the developing thermal field above film cooled adiabatic and 

conducting walls.  The side by side measurements of the 

thermal fields above the adiabatic and conducting film cooled 

walls provides an opportunity for the first experimental 

evaluation of the commonly held assumption that the adiabatic 

wall temperature is the appropriate driving temperature for 

heat transfer to a film cooled wall.  By comparing the thermal 

boundary layer measurements above the adiabatic and 

conducting walls, the effect of the conducting wall on the 

overriding gas temperature was evaluated over a range of film 

cooling rates and distances from film cooling injection.    

 

NOMENCLATURE 

Bi =Biot Number, 
k

the
 

C = vane chord length = 56.2 cm 

Cp 
= pressure coefficient, 
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Dh = coolant channel hydraulic diameter 

d = film cooling hole diameter = 4.2 mm 

e = rib height 

h = heat transfer coefficient 

H = vane span height = 54.7 cm 

k = thermal conductivity 

K = acceleration parameter, 
ds

dU

U 2


 

t = thickness of vane wall = 1.27 cm 
p = static pressure, pitch between rib turbulators 

q” = heat flux 

Re  = Reynolds number 

s = streamwise surface distance from stagnation 
T = temperature 

Tu = Turbulence Intensity 

U = flow velocity 
w = rib width 

x 
= streamwise coordinate from downstream edge of 

film   cooling holes 
y = spanwise coordinate 

z =spanwise distance from bottom of vane 
Greek 

Λf = Turbulence integral length scale 

 = Stephan-Boltzmann constant 

 = adiabatic effectiveness 

 = Overall effectiveness  

 = non-dimensionalized gas temperature 

 = density 

 = kinematic viscosity 

Subscripts 

aw = adiabatic wall 

c = coolant at test vane coolant circuit inlet 

C = true chord of airfoil 

cc = conduction correction 

e = external 

f = film at film cooling exit 

w = outer wall surface 

∞ = freestream 

 
EXPERIMENTAL FACILITIES AND PROCEDURES 

All measurements were performed in a closed loop wind 

tunnel facility at the University of Texas at Austin.  The test 

section was a three vane, two passage linear cascade with a 

removable center test airfoil.  The removable center airfoil 

allowed for conducting and adiabatic airfoils to be easily 

interchanged in the test section.  The test airfoil geometry was 

the C3X vane of Hylton et al. [10] scaled up 3.88 times.  The 

test section featured two adjustable bypass flows and an 

adjustable outer wall designed to set the pressure distribution 

around the center test vane to that of an infinite cascade.  A 

schematic of the test section is shown in Figure 2. 

3 Copyright © 2011 by ASME



 

 

 
Figure 2: Schematic of the simulated turbine vane test 

section  

 

The pressure distribution around the test airfoil matched 

the predicted pressure distribution for an infinite cascade, and 

is shown in Figure 3.  The scaled up test vane had a true chord 

of C = 56.2 cm and a span height of H =54.7 cm.  The pitch 

between vanes was 45.7 cm.  The inlet approach velocity was 

set so that the Reynolds number based on exit velocity and 

chord length matched the value of Re = 750,000 stated as the 

operating condition in Hylton et el. [10].  This produced a 

uniform inlet velocity of U∞ = 5.8 m/s.   

As stated earlier, the test section was designed so that the 

center test vane could be easily removed from the test section.  

This feature allowed for both conducting and near adiabatic 

vanes to be tested.  The adiabatic test vane was constructed out 

of low conductivity polyurethane foam and had thermal 

conductivity of k = 0.043 W/m*K.  The conducting vane was 

designed using the matched Bi method.  In order to properly 

implement the matched Bi method the test vane Bi and ratio of 

internal to external convective heat transfer coefficients must 

match the engine condition.  In order to match Bi to the engine 

conditions, the conducting airfoil was constructed using a 

castable epoxy resin with thermal conductivity k = 1.02 

W/m*K.  Matching the ratio of internal to external heat 

transfer coefficients was achieved by designing an internal 

coolant flow circuit that could be adjusted across a wide range 

of coolant flow rates, allowing the ratio to be “dialed in” to the 

desired value.  It should be noted that Bi in the current work 

references the external heat transfer coefficient, and that an 

equally valid Bi could be defined based on the internal heat 

transfer coefficient.  Matching the ratio of the external and 

internal heat transfer coefficients in addition to one of the 

possible Bi values effectively matches both values of Bi.  The 

targeted range of Bi was 0.3 < Bi < 0.6 as described in Dees et 

al. [16].  A U-bend channel with a single 180° turn was used to 

cool the forward portion of the vane.  A radial cooling channel 

was used to cool the middle portion of the vane.  The trailing 

edge and aft regions of the vane were uncooled.  A schematic 

of the internal coolant flow circuit is shown in Figure 4.  Both 

the adiabatic and conducting vanes used the same internal 

coolant flow loop.  Additionally, the internal flow loop used in 

the current study matches the geometry of Dees et al. [16 - 19]  

More details on the design and geometry of the internal 

coolant circuit can be found in [16]. 

 

 

 

 

 

A row of cylindrical film cooling holes were installed on 

the suction side of both test vanes.  The film cooling holes 

were located at a streamwise location of s/C = 0.21 and had a 

streamwise injection angle of  = 42°.  The film cooling holes 

had a diameter of 4.2mm and a pitch to diameter ratio of 3.  A 

schematic of the test vane showing the location of the suction 

side film cooling holes is shown in Figure 5. 

 
Figure 5: Suction Side Film Cooling Holes 
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The flow 

control valves and flow meters were used to control the 

coolant flow rates through the U-bend and radial flow 

channels independently of each other.  On the downstream 

side of the U-bend channel, which fed the suction side film 

cooling holes, a downstream control valve allowed for the 

pressure in the test vane to be adjusted.  Adjustment of the 

pressure in the test vane allowed for the film cooling blowing 

ratio to be controlled independently of the flow through the U-

bend circuit.  A schematic of the secondary (coolant) flow 

loop can be seen in Figure 6.

 

Gas temperature measurements above the film cooled 

conducting and adiabatic walls were measured using a 

microthermocouple probe.  The sensing area of the probe 

consisted of butt-welded E-type thermocouple wires.  

Measurements were performed on both test airfoils at an 

internal coolant flow Reynolds number of Re = 20,000 and 

film cooling momentum flux ratios of I = 0.34, 0.75, and 1.41.  

All measurements were performed at a coolant to mainstream 

density ratio of DR = 1.2.  In order to eliminate frost 

formation in the coolant flow circuit and on the test vane 

surface, the wind tunnel was dried using a gaseous nitrogen 

purge and desiccant prior to any data being taken.   

Measurements were taken at downstream distances of x/d 

= 1, 3, 5, 10, and 19.  A key aspect of making the thermal field 

measurements was accurate location of the test vane wall.  

First, the probe was manually moved to within 1mm of the 

wall, at which point it was bolted to a traverse system that 

allowed for precise movement normal to the wall and along 

the vane span.  At this time, the probe was carefully moved 

into the vane wall until the probe was just touching the vane 

wall.  This position was defined to be y = 0.  The probe was 

then adjusted in the spanwise direction (z) in order to line the 

probe up with the centerline of the film cooling hole, which 

was defined to be z = 0.  This procedure identified the coldest 

gas temperature at the wall, and therefore may not necessarily 

identify the coldest gas temperature in the core of the jet.  This 

position was defined by scanning in the z direction until the 

coldest temperature in the film cooling jet was located.  The 

jet centerline was defined independently for each downstream 

position.  Centerline thermal profile measurements were then 

performed by incrementally moving the probe away from the 

wall and taking mean temperature measurements at discreet 

distances from the wall. For select cases, the entire jet profile 

was measured, which required moving the probe in the wall 

normal direction as well as the spanwise direction. 

The mean temperature profiles obtained were normalized 

as shown in Equation 2. 
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For the case of an adiabatic wall, Equation 2 will produce 

a normalized temperature at the wall (w) that is equivalent to 

the adiabatic effectiveness ().  For a conducting wall, w is 

close to but not equal to the overall effectiveness, .  The 

difference between w and is related to the difference 

between the coolant inlet temperature and the film 

temperature.  If the film temperature in Equation 2 was 

replaced with the vane coolant inlet temperature, the 

normalized temperature at the wall would be equivalent to the 

overall effectiveness.  Detailed maps of the normalized wall 

temperature downstream of the film cooling holes were 

measured for all test cases presented in the current study and 

are presented in Dees et al. [19]. 

The uncertainty in normalized thermal profile 

measurements above the conducting wall was quantified using 

a statistical analysis of eight repeated thermal profiles above a 

film cooled conducting wall.  This analysis produced a 95% 

confidence uncertainty in normalized temperature of  = ± 

0.058 at the wall.  A statistical analysis of six repeated profiles 

above a film cooled adiabatic wall produced an uncertainty in 

normalized temperature of  = ± 0.05 at the wall.  Far away 

from the wall, profiles were repeatable to much greater 

accuracy than what was seen at the wall. 

 

RESULTS 
The thermal profiles measured above the film cooled 

adiabatic wall at the centerline of a film cooling hole at 

momentum flux ratios of I = 0.34, 0.75, and 1.41 are presented 

in Figures 7 – 9, respectively.  For all three test conditions 

thermal profiles were measured at downstream positions of x/d 

= 1, 3, 5, 10, and 19.  Figure 7 shows that for I = 0.34, the 

thermal profiles suggest that the film cooling jet generally 

remained attached to the vane surface.  At x/d = 1, the coldest 

part of the film cooling jet was at nominally y/d = 0.2, which 

indicated a slight separation immediately after film coolant 

injection.  This separation region had disappeared by x/d = 3, 

indicating that the separated jet had reattached to the surface.  

For y/d < 0.8, the jet coolant temperature monotonically 

decreased with increasing x/d, which was consistent with 

contours of adiabatic effectiveness.  This decrease in jet 

temperature was due to the jet mixing with the warm 

mainstream.  The jet mixing also caused the thickness of the 

thermal profiles to grow slightly as downstream distance 

increased.  For x/d < 5, the influence of the coolant jet 

extended to about y/d = 1.  For x/d = 10 and x/d = 19, the 

influence of the jet extended to about y/d = 1.2 and y/d = 1.8, 

respectively.  This thickening of the thermal profile was also 

attributable to mixing with the mainstream flow and 

entrainment of hot gas into the film cooling jet. 

The thermal profiles for the adiabatic wall at I = 0.75, 

shown in Figure 8, indicate that the jet was detached for all 

measurement locations.  At x/d = 1 the coldest part of the 
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thermal profile was measured to be at about y/d = 0.6, 

indicating that the jet was significantly detached.  At x/d = 3 

the distance from the wall to the coldest part of the jet had 

decreased to about y/d = 0.3, indicating that slight 

reattachment occurred between x/d = 1 and x/d = 3.  For x/d > 

3, the level of jet separation increased with increasing x/d 

which is typical for a detached jet on a flat surface. 

For I = 1.41, shown in Figure 9, similar trends were seen.  

The jet was detached for all measurement locations.  For x/d = 

3, temperatures for y/d < 0.4 were somewhat colder than the 

corresponding temperatures at x/d = 1.  Even though the 

distance of the coldest temperatures from the wall were 

roughly equivalent for x/d = 1 and x/d =3, very close to the 

wall colder temperatures were seen at x/d = 3.  This can be 

explained either through slight jet reattachment or dispersion 

of the cooling jet between the x/d = 1 and x/d = 3 positions.  

Interestingly, the temperatures at the wall were nearly identical 

for x/d = 1 and x/d = 3, even though the thermal profile 

slightly above the wall was colder for the x/d = 3 case.  At x/d 

= 10 and x/d = 19 for I = 1 and I = 1.41, distinct local minima 

and maxima in gas temperature were measured a finite 

distance from the wall.  Immediately above the wall, relatively 

warm gas temperatures (minimum ) were measured 

compared to the wall temperature.  Above this region of warm 

gas, colder gas temperatures were measured, indicating the 

position of the film cooling jet.  One possible explanation for a 

layer of relatively cold gas near the wall would be a 

developing thermal boundary layer.  However, due to the 

adiabatic nature of the test surface, this was considered to be 

an unlikely cause.  Another possible explanation could be that 

the normal pressure gradients due to the strong surface 

curvature caused some of the lower momentum coolant to be 

pulled back down to the vane surface.   

In all three figures, the temperature gradient appears to be 

non-zero, which is unexpected for an adiabatic wall.  Of 

course, the actual test surface is not adiabatic, which is one 

reason for slight temperature gradients at the wall.  A more 

likely explanation for the existence of temperature gradients at 

the wall is that the region where no temperature gradient exists 

is smaller than the measurement resolution, due to a new 

boundary layer starting downstream of film injection. 

The open symbols plotted in Figures 7 – 9 represent the 

average centerline wall temperature measurement at each 

downstream measurement.  These average values were 

calculated from the surface temperature measurements 

reported in Dees et al. [19] across several hole diameters.  In 

general, the gas temperature measurements close to the wall 

agreed reasonable well the temperature measurement on the 

wall.  However, there were large differences between the 

measured surface temperatures and first gas temperature 

measurements for both I = 0.75 and I = 1.41 at x/d = 10 and 

x/d = 19.  Due to the near adiabatic nature of the test vane, it is 

unlikely that the difference in temperature on the wall and 

slightly above the wall was due to a developing thermal 

boundary layer.  Another possibility was that skewness in the 

film cooling jet (due to cross-flow at the hole inlet, this is 

discussed later) caused inaccurate location of the jet 

centerline.  Since the centerline was located by finding the 

coldest temperature in the core of the jet, the coldest 

temperature in the core of the jet may not have been 

coincident with the coldest gas temperature above the wall. 

Figure 10 shows a two dimensional contour plot of mean 

temperatures above the wall for I = 0.75 at x/d = 5.  As was 

expected from the centerline measurement shown in Figure 7, 

the film cooling jet was clearly separated from the wall for I = 

0.75 at x/d = 5.  At x/d = 5 the film cooling jet extended to 

about z/d = ± 0.8, indicating that the film cooling jet was 

nominally 1.6d wide at this position.  Mixing with the 

mainstream was expected to cause the jet to disperse and 

widen with increasing downstream distance.  The normal 

pressure gradient resulting from the surface curvature may 

have also contributed to the jet becoming broader at this 

position.  Figure 10 shows that the profile of the film cooling 

jet was not symmetric, which was consistent with the 

asymmetric profiles of adiabatic effectiveness shown in Dees 

et al. [19].  This implies that the coolant temperature field 

above the wall would likely also be skewed.  Colder 

temperatures were seen near the wall for positive z/d, which is 

consistent with the direction of internal crossflow.  Outside of 

the film cooling jet no developing thermal boundary layers 

were measured, which was expected for the adiabatic wall. 

 
Figure 7: Centerline thermal profile measurements, adiabatic 

wall, I = 0.34 

 
Figure 8: Centerline thermal profile measurements, adiabatic 

wall, I = 0.75 
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Figure 9: Centerline thermal profile measurements, adiabatic 

wall, I = 1.41 

 
Figure 10: Contour of gas temperature, adiabatic wall, I = 0.75, 

x/d = 5 

Figure 11 shows some thermal profiles at various 

spanwise positions extracted from Figure 10.  These profiles 

are useful in order to get a better understanding of the 

asymmetry that was evident in Figure 10.  As the distance 

from the centerline increased, the gas temperatures decreased 

everywhere in the film cooling jet.  The asymmetry present in 

the jet can be seen clearly by comparing the positive and 

negative z/d values for the same distance from the centerline.  

Generally, negative z/d had warmer gas temperatures 

compared to the corresponding positive z/d measurement, with 

the largest differences seen near the wall. 

 

Figure 11: Spanwise gas temperature profiles, adiabatic wall, I = 

0.75, x/d = 5 

  Figure 12 a contour plot of gas temperature above the 

adiabatic wall for I = 0.75 and x/d = 10.  Relative to Figure 9, 

the core of the coolant jet temperature was warmer, which was 

expected due to the jet being mixed out with the freestream 

gas.  The effect of the coolant jet also extended a greater 

distance away from the wall relative to the x/d = 5 position, 

which was also seen in the centerline temperature profiles.  As 

was seen at x/d = 5, the profile of the cooling jet was slightly 

skewed in the direction of the internal crossflow. 

Figure 12 shows that some of the coolant gas remained 

attached to the vane wall while the main jet core was 

continuing to separate from the surface.  This phenomenon 

explains the increase in  values seen in the centerline profiles 

for y/d < 0.2 for I = 0.75 and I = 1.41 at x/d = 10 and x/d = 19.  

It is possible that the momentum of the coolant gas very near 

the wall was low enough that the normal pressure gradient due 

to the surface curvature caused the gas near the wall to remain 

attached to the surface.  Higher velocity fluid in the core of the 

coolant jet had high enough momentum that the normal 

pressure gradient was not strong enough to pull the gas back to 

the vane surface. 

 
Figure 12: Contour of gas temperature, adiabatic wall, I = 0.75, 

x/d = 10 

Thermal profiles on the jet centerline at the same 

conditions presented in Figures 7 – 9 were also measured 

above the conducting wall.  Figures 13 – 15 plot the 

development of the centerline thermal profiles above the film 

cooled, conducting wall for I = 0.34, I = 0.75, and I = 1.41, 

respectively.  In a general sense, many of the trends seen in the 

temperature profiles above the conducting wall were similar to 

those seen for the adiabatic wall.  Increasing the momentum 

flux ratio increased the level of jet separation and thermal 

profile thickness.  As x/d increased, the temperature in the core 

of the jet warmed in a very similar manner as what was seen 

for the adiabatic wall cases, shown in Figures 7– 9.  Similar to 

the adiabatic model, at x/d = 10 and x/d = 19 for I = 0.75 and I 

= 1.41 a region where d/dy < 0 was seen close to the wall.  

The thickness of this layer of gas was very similar to that seen 

on the adiabatic wall.  This supports the assertion that the cold 

gas very close to the wall was likely not due to a developing 

thermal boundary layer and was more likely due to 

hydrodynamic effects causing a layer of cold gas to remain 

very close to the wall.   
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Also plotted on Figures 13 – 15 is the upstream 

developing thermal boundary layer that was displaced by the 

film coolant at film injection.  The upstream boundary layer 

was measured five hole diameters upstream of the film cooling 

holes and was less than 0.2d thick.  This boundary layer would 

be displaced where downstream of the film cooling holes, and 

a new boundary would start to develop.  As can be seen in the 

similarity of the adiabatic and conducting wall centerline 

measurements, the effect of the upstream boundary layer 

appeared to be erased.  Very little evidence of a new 

developing boundary layer on the centerline of the film 

cooling holes can be seen in Figures 13 – 15, suggesting the 

new boundary layer is still very thin even 20 hole diameters 

downstream of injection. 

 
Figure 13: Centerline thermal profile measurements, conducting 

wall, I = 0.34 

 

 
Figure 14: Centerline thermal profile measurements, conducting 

wall, I = 0.75 

 

 
Figure 15: Centerline thermal profile measurements, conducting 

wall, I = 1.41 

Figure 16 shows a two dimensional contour of the gas 

temperature above the wall for I = 0.75 at x/d = 5.  Consistent 

with both centerline profile measurements, Figure 16 shows 

that the core of the film cooling jet was distinctly separated 

from the wall for this case.  Comparing Figure 16 to Figure 8 

shows that there was more separation above the conducting 

wall compared to the adiabatic wall.  Outside of z/d = ± 1, the 

effect of the developing thermal boundary layer can be seen 

very close to the wall.  The thickness of the developing 

thermal boundary layer, about 0.2d, was consistent with the 

non-film-cooled measurements at x/d = -5, shown in Figures 

13 – 15. 

Figure 17 shows coolant profiles taken at various 

spanwise locations at a streamwise distance of x/d = 5 and I = 

0.75.  In contrast to the thermal profiles above the adiabatic 

wall presented in Figures 6 – 8, a developing thermal 

boundary layer can be clearly seen to exist under the separated 

film cooling jet for distances away from the centerline larger 

than 0.48.  For distance from the centerline less than 0.48, the 

developing thermal boundary was very thin.  This was 

consistent with the development of a new thermal boundary 

layer. 

 
Figure 16: Contour of gas temperature, conducting wall, I = 0.75, 

x/d = 5 
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Figure 17: Spanwise gas temperature profiles, conducting wall, I 

= 0.75, x/d = 5 

In general the thermal fields for the coolant jet above the 

conducting and adiabatic walls were similar, but for some 

cases the differences between the conducting and adiabatic 

models were greater than what was expected.  One example of 

a larger difference between the thermal profiles than expected 

is presented in Figure 18 which shows a direct comparison of 

the adiabatic and conducting profiles for I = 0.34 at x/d = 3.  

As can be seen in the figure, the thermal profile above the 

conducting wall was significantly thicker than what was seen 

above the adiabatic wall.  For a given distance from the wall, 

the gas temperature was also colder above the conducting 

wall.  Due to the thickness of the upstream developing 

boundary layer on the conducting wall, it was expected that 

any differences between the adiabatic and conducting thermal 

fields would be confined to y/d < 0.2, about the thickness of 

the upstream boundary layer.  When comparing streamwise 

development of the thermal profiles shown in Figures 7 and 8 

for the adiabatic and conducting walls, respectively, it is 

evident that the exit profiles at x/d = 1 were very similar, with 

a slight jet separation.  But by x/d = 3 the coolant jet was 

drawn back to the wall for the adiabatic wall case and not for 

the conducting wall case.  Another possible explanation for the 

differences in thermal profiles could be slight differences in 

the momentum flux ratio between the adiabatic and 

conducting cases.  Slight differences in the film coolant 

momentum flux ratio could have a significant impact on the 

resulting film cooling jet thermal field. 

 

 
Figure 18: Comparison of centerline thermal profiles, x/d = 3, I -

0.34 

A similar effect was seen for the adiabatic and conducting 

profiles for I = 0.75.  Again, at x/d = 1 the thermal profiles for 

the coolant jets for the adiabatic and conducting walls were 

very similar, but, as shown in Figure 19, by x/d = 3 the profiles 

were distinctly different.  Again the difference between the 

two profiles appears to be due to the coolant jet being drawn 

back towards the wall for the adiabatic wall case, but not for 

the conducting wall case.  It is not clear what causes this 

difference in jet reattachment for the adiabatic wall compared 

to the conducting wall.  Again, a possible explanation for this 

effect could be slight differences in momentum ratio between 

the two test cases. 

   

 
Figure 19: Comparison of centerline thermal profiles, x/d = 3, I = 

0.75 

To evaluate whether differences between the conducting 

and adiabatic walls could be attributed to inherent differences 

between models and experiments, the hole-to-hole variation 

and test-to-test variation of the thermal profile measurements 

were checked. The results of this test are shown in Figure 20.  

As can be seen in the figure, the repeatability of the 

measurement behind a single film cooling hole was very good, 

although there was a slight variation of the thermal profile 

when moving to a different hole.  Comparing the thermal 

profiles for hole #1 and hole #2, the peak  values were within 

0.03 of each other, and the separation distance from the wall 

was the same.  Near the wall there was more significant 

difference of  = 0.06 between the two holes.  These results 

suggest that the difference in coolant jet separation observed 

for the adiabatic and conducting wall was not due to 

experimental uncertainty in momentum flux ratio, since the 

momentum flux ratio would have been the same for both film 

holes in the same test.  This suggests that while there may 

have been an effect due to differences in momentum flux ratio 

between tests, there was also likely a significant effect on 

temperature profile due to geometric differences between 

holes on a given airfoil and between holes on the different 

airfoils. 
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Figure 20: Example of thermal profile variation due to hole to 

hole variation, x/d = 6, I = 0.75 

As mentioned previously, common gas turbine analysis 

methods rely on the assumption that the adiabatic wall 

temperature is the appropriate driving temperature for heat 

transfer to a film cooled wall.  For this assumption to be true, 

the thermal profile above a conducting film cooled wall should 

have temperature similar to the adiabatic wall temperature.     

Direct comparisons of the thermal profiles above the 

conducting and adiabatic walls were made at every 

experimental condition and are available in Dees [20].  Due to 

the relatively large uncertainty in adiabatic effectiveness due 

to hole-to-hole variations, the validity of using adiabatic wall 

temperature as driving temperature could not be ascertained 

for many cases.  However, one example where the adiabatic 

wall temperature was clearly a poor assumption for the gas 

temperature above the conducting wall, and hence a poor 

assumption as driving temperature for heat transfer, is shown 

in Figure 21. For I = 1.41, the separated jet drew the cold 

coolant away from the wall and allowed warmer gas 

temperatures between the coolant jet and the wall.  Figure 20 

clearly shows that the temperatures above the conducting wall 

were colder than the corresponding temperatures above the 

adiabatic wall.  This was likely due to conjugate heat transfer 

effects with the conducting wall cooling the gas in the near 

wall region.  The conducting wall temperature and gas 

temperature above the wall for y/d < 0.2 were significantly 

colder than the corresponding adiabatic wall temperature and 

gas temperature.  The adiabatic wall temperature for I = 1.41 

and x/d = 1 was clearly much warmer than the gas temperature 

above the conducting wall and was not a good choice as 

driving temperature for heat transfer. 

 

Figure 21: Comparison of centerline thermal profiles, x/d = 1, I = 

1.41 

 
CONCLUSIONS 

Common gas turbine heat transfer analysis methods rely 

on the assumption that the adiabatic wall is the appropriate 

driving temperature for heat transfer to a film cooled wall.  

This implies that the gas temperature above the wall is 

unaffected by the developing thermal boundary layer.  No 

experimental evaluation of this assumption has previously 

been reported.  The identical adiabatic and conducting vane 

geometries in the current study allowed for the first ever 

evaluation of what impact the developing thermal boundary 

layer would have on the common presumption that overriding 

gas at the adiabatic wall temperature drives heat transfer to the 

wall. 

Making a direct comparison of the thermal fields above 

the conducting and adiabatic walls proved to be more difficult 

than anticipated.  Geometric variations between different film 

cooling holes caused measurable differences in the thermal 

profiles above the wall when an identical thermal profile was 

expected.  The associated uncertainties in the thermal profile 

measurements made drawing specific conclusions concerning 

the adiabatic wall temperature assumption impossible in many 

cases.  However, valuable insight into the effect of the 

conducting wall on the overlying gas temperature on a film 

cooled wall was still gained. 

Spanwise contours of mean temperature above a 

conducting and adiabatic wall with a detached film cooling jet 

revealed a clear influence of the developing thermal boundary 

layer on the gas temperature near the wall.  Near the edges of 

the film cooling jet, the developing thermal boundary layer 

above the conducting wall caused colder temperatures relative 

to the adiabatic wall.  The colder temperatures above the 

conducting wall were clearly not well represented by the 

adiabatic wall temperature.  At the centerline of the jet, the 

developing thermal boundary layer was much thinner and the 

adiabatic wall temperature was a better representation of the 

overriding gas temperature. 

Even though in many cases the developing thermal 

boundary layer was too thin to cause measurable differences 

between the conducting and adiabatic cases, it is useful to 

consider what effect the thin thermal boundary layer would 

have on the associated heat transfer coefficient.  The very thin 

boundary layer at the jet centerline was a result of the film 

cooling jet displacing the upstream thermal boundary layer 

and causing a new thermal boundary layer to develop under 

the jet.  This very thin boundary layer would likely be 

accompanied by a very strong increase in the heat transfer 

coefficient relative to a non-film cooled wall.  Depending on 

the exact experimental setup used, reported increases in film 

cooling heat transfer relative to non film cooled cases can 

range between a factor of one and two.  Experimental methods 

that ignore upstream heating, which are common in the 

literature, typically produce little or no increase in the heat 

transfer coefficient due to film cooling.  The very thin thermal 

boundary layers that existed on the centerline of the film 

cooling jet downstream of injection relative to the thicker 

upstream boundary layers magnify the importance of 

accounting for the upstream heating that takes place on real 

vanes. 
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