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ABSTRACT
The aims of this work are to achieve a better understand-

ing of thermal fluxes around a multi-perforated plate and obtain
correlations for heat transfer coefficient on the hot as well as
cold side and in a perforation. A 3-dimensional, RANS, conju-
gate simulation and an adiabatic one are performed for different
aerothermal conditions already studied experimentally. Convec-
tive heat flux, wall temperature and adiabatic temperature are
averaged on a periodic pattern around each hole. A mean heat
transfer coefficient is calculated based on these quantities and
correlations are deduced for this coefficient. Such results as fluid
temperature rise in a perforation or the contribution of flux in
the perforations to the whole cooling flux are also given in this
article.

NOMENCLATURE
Cp Specific heat capacity
d Hole diameter
h Heat transfer coefficient
H Enthalpy
l Hole length

∗Address all correspondence to this author.

Nu Nusselt number
p Lateral distance between two holes
Pr Prandtl number
Re Reynolds number
s Streamwise distance between two holes
St Stanton number
T Temperature
Uc Streamwise velocity at the centre of cold channel
Uh Streamwise velocity at the centre of hot channel
U j Mean velocity in the perforation
Ux,Uy,Uz Velocity components
x,y,z Cartesian coordinates
y+ dimensionless wall distance
α Hole surface angle
∆P Pressure difference between hot and cold side
λ Thermal conductivity
µ Dynamic viscosity
Φ Heat flux
ρ Density
Subscript
ad Adiabatic
c Cold flow
d Parameter calculated from the hole diameter
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h Hot flow
j Jet
w Wall

1 INTRODUCTION
The last 30 years have seen an improvement of the perfor-

mance of gas turbine. This means an increase of temperature and
pressure in the combustion chamber whose liners are submitted
to large thermal constraints. Moreover, since 1999, emissions of
NOx have to be reduced, this can be achieved with a lean-burn
combustion but less air is available for cooling.
To increase the lifetime of the chamber, a cooling method has to
be used. Transpiration cooling has been proved to be the most
efficient one [1], but porous walls, due to their mechanical weak-
ness, can not be used in gas turbine. An alternative, currently
used to protect the liner of the combustion chamber, is the so-
called full coverage film cooling (FCFC). It consists of introduc-
ing ”cold” air from the casing into the chamber through thou-
sands of sub-millimeter angled perforations. The resulting jets
coalesce and create a film that protects the internal face from
burnt gases.
To optimize the efficiency of this cooling method, computational
fluid dynamics is widely used by combustion chamber manufac-
turers. Nevertheless, the number of perforations is far too large
and makes the calculation very expensive. But due to their im-
portant effects on the flow, especially by changing the location
of the flame, they have to be taken into account.
An appropriate wall model is needed to reproduce the effects of
the multi-perforated wall. It will replace the perforated plate by
an homogeneous boundary condition. Such a model has already
been done by Mendez [2] for the aerodynamic effects, the aim of
our work is to study and model the heat fluxes around the plate.
To do so, RANS computations have been performed to build a
database of five aerothermal conditions. The results have been
post processed to learn more about heat fluxes at the wall and
obtain correlations for the heat transfer coefficient on the differ-
ent sides of the plate.

2 PREVIOUS WORK
2.1 Experimental studies

Heat transfer over a perforated plate have been experimen-
tally studied over the past decades. The cold side was studied
by Sparrow [3] and Dorignac [4] with cold air injected from a
plenum. They give a correlation for the Nusselt number on a ref-
erence surface around the hole. But in these experiments, there is
no flow in the streamwise direction, which is not representative
of full coverage film cooling. Byerley [5] showed the effects of
suction ratio on the heat transfer coefficient. Only one hole is
considered but it brings to light a region of enhancement of the
heat transfer coefficient downstream of the hole. Enhancement

depends strongly of the suction ratio and can be explained by an
increase of the velocity and temperature gradient due to suction
of the boundary layer through the hole. Heat transfer in perfora-
tions had been looked at by Cho [6] who studied the influence of
Reynolds number and Dorignac [7] who proposed a correlation
for Nusselt number in the hole depending on Reynolds number
and the position inside the perforation. Experiments carried out
on the heat transfer coefficient on the hot side [8,9] conclude that
it is considerably different from the value assumed without injec-
tion. Ammari [10] studied the influence of coolant to mainstream
density ratio and showed that for a 35 degrees injection, the heat
transfer coefficient is strongly dependent on the density ratio.
Nevertheless, due to the thermal conditions and the size of the
perforations, there is not a detailed study of heat transfer all over
a perforated plate and none can provide enough data to model
heat fluxes.

2.2 Numerical studies
At the same time, RANS simulations can be performed to

obtain more detailed information about the aerothermal field.
But turbulence in film cooling flows is considerably anisotropic,
especially around the jet exit and near to the wall [11]. Thus, the
assumption of isotropic eddy-viscosity, done in the two-equation
models generally used, is not adequate for film cooling calcula-
tions. In fact, using such a model produced unsatisfactory pre-
dictions of coolant film lateral spreading [12]. This is the rea-
son why anisotropic eddy viscosity/diffusivity models have been
developed [13, 14]. With simple eddy viscosity models the tur-
bulent transport in spanwise and streamwise direction is not ac-
counted for sufficiently, whereas in reality it should be larger to
that normal to the wall [11]. To take this anisotropy into account
Bergeles [14] proposed multiplying the eddy viscosity appearing
in the cross Reynolds stresses by an anisotropic factor : γ (Eq. 1).

µt,i j =

 µt µt γµt
µt µt µt

γµt µt µt

 (1)

γ is algebraically computed as a function of the non-dimensional
wall distance (Eq. 2), derived through a correlative approach
based on DNS data. Numerical simulations on typical film cool-
ing test cases and comparing the results with experimental data
were performed to validate the model [15].

γ = Max
[

103(y+)0.42

2.682(y+)2−5.463
,4.25

]
(2)

2.3 Reference experiments
Due to the lack of results concerning heat transfer around a

multi-perforated plate, a numerical database has to be created. To
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compare our numerical results, the present study is based on the
work of Emidio [16]. He carried out an anisothermal, full scale
experiment with geometry and boundary conditions derived from
modern gas turbine combustor. The influence of parameters such
as blowing ratio, density ratio, pressure difference was studied.
Temperature profiles along the plate are provided.
Moreover the methodology used by Mendez [2] to create his
model will be followed to deduce ours. Mendez realised LES
computations on the flow around a perforated plate, using a
single, bi-periodic domain in order to generate a numerical
database. The fluxes at the wall were post-processed in order
to determine the most important contributions. The adiabatic
model, designed to be used in industrial full-scale computations
of gas turbine combustion chambers, is separated into a suction
model and an injection model. It neglects the wall friction and re-
produces the momentum fluxes at the perforated plate (injection
and suction side), at a given mass flow rate and a given geometry.
This model allows a good reproduction of the global structure of
the flow.

2.4 Heat transfer coefficient and effectiveness
To measure thermal performance of film cooling configura-

tions, two quantities are used, the convective heat transfer coef-
ficient h and the adiabatic film-cooling effectiveness ηad . The
heat transfer coefficient is given by Eq. 3, where Tad is the adi-
abatic wall temperature, usually presented non-dimensioned as
the adiabatic film-cooling effectiveness ηad (Eq. 4).

h =
Φ

(Tw−Tad)
(3)

ηad =
Th−Tad

Th−Tc
(4)

Tad corresponds to the temperature of an isothermal wall which is
adiabatic at the local point of interest. Another parameter similar
to ηad also deserves mention, it is the overall effectiveness η ,
defined by Eq 5, which reduces the three temperature variables
in the simulation to a single parameter.

η =
Th−Tw

Th−Tc
(5)

In full coverage film-cooling application, a large number of ge-
ometric and aerothermal parameters influences the thermal per-
formance. A review of these parameters is given by Bogard and
Thole [17]. We only give the definition of the blowing ratio

FIGURE 1. Computational domain.

(Eq. 6) which is the main aerodynamics parameter.

M =
ρ jU j

ρhUh
(6)

Indeed, this parameter is identified as the main parameter in
correlation for adiabatic effectiveness by Mayle and al. [18], or as
having the most important effect on the heat transfer coefficient
near the hole [9].

3 NUMERICAL METHOD
3.1 Computational domain

To create a database that will enable the definition of the
model, 3 dimensional conjugate heat transfer simulations are car-
ried out with the RANS code named Cedre [19], developed at
Onera. Two solvers, CHARME and ACACIA, resolve respec-
tively RANS equations in the fluid and conduction in the solid.
Each domain is solved independently using the boundary condi-
tions produced by the other. At steady state, the temperatures as
well as the heat fluxes are identical at the fluid/solid interface.
The geometry used by Emidio, which consists of a plate of 18
rows of several perforations was simplified for the numerical
computations : the computational domain (Fig. 1) includes a
solid multi-perforated wall and two ducts, the upper one con-
taining the hot gases (this side of the plate will be called ”hot
side” or ”injection side”), the other containing the cold air (this
side of the plate will be called ”cold side” or ”suction side”). The
thickness of the plate is 1.6 d, the perforations have an inclination
angle of 30 degrees and are distributed in a staggered array of 15
rows. In spanwise direction, taking into account the symmetry of
geometry and flow conditions, only half a perforation per row is
considered. The aim of this study is not to focus on only one or
two rows of perforations but to acknowledge the asymptotic evo-
lution of heat flux and heat transfer coefficient considering the
important number of rows involved in full coverage film cooling.
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FIGURE 2. Fluid mesh.

3.2 Computational mesh
In the fluid domain an hybrid mesh is used, with a prismatic

portion close to the wall and tetrahedral mesh above (Fig. 2). In
agreement with turbulence model requirements, grid was clus-
tered near the wall so that y+ < 1, when averaging on all the
plate, we obtain y+

av = 0.71, typically first mesh point is about
5 ∗ 10−6 millimeters above the wall. To correctly reproduce the
thermal and momentum boundary layer, at least 15 cells were in-
serted inside the boundary layer thickness. Along the trajectory
of the jets, cells density was improved. The mesh around one
perforation is shown on Fig. 3. The fluid domain contains 2.5
millions nodes, 40 points describe the diameter of the hole.
The solid domain (Fig. 4) is made of one millions tetrahedral
cells. Nodes at the interface between fluid and solid are coinci-
dent.
The domain was partitioned into 128 blocks. Grid independence
was assessed by testing a finer mesh (y+

av = 0.47 and 5.1 millions
nodes in the fluid domain) which resulted in a negligible change
in the computed film cooling effectiveness and convective heat
fluxes.

3.3 Boundary conditions
In order to reduce the size of the computational domain, the

inlet is located only three hole diameters upstream the first per-
foration. For each simulation, the inlet boundary condition is
determined from a preliminary conjugate heat transfer computa-
tion on a flat plate. Boundary conditions for this simulation were
chosen to match the experimental test case as closely as possible,
mass flow rate and temperature at the inlet planes and pressure at
the outlet planes are the ones measured in the experiments, but
no turbulence quantities are given, thus we chose to prescribe this
rate to 5% in the hot channel and 1% in the cold one. A profile
is extracted when the boundary layer is fully developed and the
temperature of the plate is the same one as in the experiment of

FIGURE 3. Fluid mesh detail.

FIGURE 4. Solid mesh detail.

Emidio. Mass flow, temperature and turbulence quantities from
this profile are injected as inlet condition for both the hot and the
cold duct.
A uniform pressure is applied at the outlet of each duct. Atmo-
spheric pressure is imposed on the hot duct while the outlet pres-
sure on the cold duct is used to impose a pressure drop that makes
the cold air go through the perforation in the main duct. At both
sides of the domain, symmetry boundary conditions were placed
in the centreline of the effusion holes. Conjugate heat transfer
condition are applied at the interface of solid and fluid domain.
Temperature measured by Emidio three diameters upstream the
first hole is imposed as the inlet boundary condition of the solid
domain. All the other boundary conditions are adiabatic walls.
The properties of the plate are the one given by the manufacturer.

3.4 Numerical simulations
Five aerothermal conditions are considered. The operating

points correspond to experiments conducted by Emidio and are
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Case 1 2 3 4 5

M 3.2 5.6 6.8 7.3 8.5

∆P 4.8% 4.8% 4.8% 8.1% 5%

DR 3.75 4.44 4.6 3.81 3.8

TABLE 1. Aerothermal conditions tested.

listed in table 1.
In a first step, conjugate heat transfer simulation is performed for
each case. This simulation provides heat flux, Φ, and tempera-
ture all over the plate, Tw.
Menter’s SST turbulence model is used, completed with an
anisotropic correction.
Calculations were performed on ONERA’s Altix ICE 8200 clus-
ter on 128 cores in order to accelerate the calculation. The global
time scale is prescribed to one second, but a local time step lim-
its the variation of all the variables to 1% at each iteration. In
that case, it needs 60000 iterations to reach a converged state.
Our convergence criteria is to have a variation of temperature
and heat flux on the plate of less than 1% of their values in the
last 10 000 iterations.
In a second step, another simulation is performed for each case
replacing the conjugate heat transfer boundary condition by an
adiabatic one. Thus we have access to adiabatic temperature and
can deduce a local heat transfer coefficient using Eq. 3.

4 RESULTS
Results from our calculations are presented in this section.

First, laterally averaged profiles of effectiveness are presented
and one is compared to experimental data. To the author’s view,
no other data are available in the literature for such a configu-
ration and such aerothermal conditions. Thus, only qualitative
comparison will be presented concerning heat transfer coeffi-
cient. This section ends by examining the contribution of heat
flux in the perforation and on the cold side to the total cooling
flux and show the evolution of temperature rise through perfora-
tions.

4.1 Overall effectiveness
It is believed that turbulence model has a large influence on

heat transfer. Hence in the present study a SST model with an
anisotropic correction was used. It is first compared to standard
SST model. Laterally averaged profiles of effectiveness along
the plate obtained with the two models are confronted to the
results from Emidio on Fig 5. In this figure, the origin of the
x/d axis represents the centre of the first perforation. Note
that due to a smaller number of rows in the computational
domain, effectiveness does not reach the same top value as in the

x/d

η

0 100
0.65

0.7

0.75

0.8

0.85

0.9
Emidio
Standart SST
SST + anisotropic correction

FIGURE 5. Comparison to experiment, case 3.

x/d

η

0 100
0.65

0.7

0.75

0.8

0.85

0.9

Case 1
Case 2
Case 3
Case 4
Case 5

FIGURE 6. Laterally averaged profiles of overall effectiveness of the
five cases.

experiments, and decrease earlier. Curve from the anisotropic
calculation fit well to the experiment. Anisotropic correction
provides an improvement in predicting temperature on the wall
surface. All the numerical results presented in the next parts are
obtained with the anisotropic correction.

The five conditions are compared in term of overall effec-
tiveness on Fig. 6. The influence of blowing ratio can be seen,
at a fixed pressure difference, effectiveness is improved when
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blowing ratio increases (cases 1, 2, 3 and 5). But at a differ-
ent pressure difference, the conclusion is not the same. In fact
in case 4 the pressure difference is bigger thus the velocity in
the perforations is stronger. The jets penetrate more in the hot
flow and the interaction between them are stronger, thus more
hot gases are brought close to the wall and cooling effectiveness
decreases. That is why curve from case 4 is lower than expected.

4.2 Heat flux
Heat transfer coefficient has been obtained using Eq. 3.

Then it has been make dimensionless with heat transfer coeffi-
cient obtained with Colburn correlation (Eq. 7).

Nu0 = 0.023Re0.8Pr0.3 and h0 =
Nu0

( ps
d

)
λ

(7)

The result of case 3 in term of coefficient ratio (h/h0) is pre-
sented on Fig. 7(a) for the sixth hole on the cold side (the exact
same structure is observed for the other perforations), this can
be compared to Byerley’s results on Fig. 7(b). The suction of
the cold flow by the perforations increases the heat fluxes around
them, suction ratio in case 3 is 1.6 that is why the enhancement
is better than in Byerley example.
Thus when Colburn correlation is used to model the heat ex-
changed on the cold side of the multi-perforated plate, the con-
vective heat fluxes are under estimated.

4.3 Contribution to cooling flux
A reference surface was defined as shown on Fig. 8. It can

be considered around each hole on the cold side and the hot side
(when holes on the left are considered, the symmetric surface
will be used). Thus, to analyse the results, to each perforation
will be assigned a reference surface, Sre f on the cold side and
one on the hot side.

In the five cases, the plate is cooled on its hot side in a very
small region just downstream of the hole (anywhere else on the
hot side, the temperature of the fluid is hotter than the plate).
This cooling flux on the hot side is negligible compared to the
convective heat flux on the cold side and in the perforation. That
is why we consider these two fluxes as the total cooling flux. To
know the contribution of each of them, they have been respec-
tively integrated over the hole surface and on the cold side, over
the reference surface as written in Eq. 8, where Sexch j = πld

2 is
the exchange surface in half a perforation.

Φcooling =
∫

Sexch j

Φ jdS +
∫

Sre fc

ΦcdS (8)

(a)

(b)

FIGURE 7. Evolution of heat transfer coefficient ratio upstream a per-
foration on the cold side, (a) : case 3, Sr=1.6, (b) : result from Byer-
ley [5].

2s

p/2

FIGURE 8. Reference surface.

Our results, presented in table 2, show that convective heat
flux in the perforations can not be neglected. In fact, it repre-
sents more than 35 % of the total cooling flux, for all the rows
and all the cases except the case 4, where the contribution of the
perforations is more important because the pressure difference is
stronger in this case.
To well reproduce the thermal behaviour of the plate, a thermal
model will have to take into account the flux in each perforation.

4.4 Temperature rise in the perforations
As written above, when the solid is considered, convective

heat transfer in the hole is not negligible but what are his effects
on the fluid going through the perforation ?
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Case
∫

Sexch j
Φ jdS

∫
Sre fc

ΦcdS

1 36 % 64 %

2 36 % 64 %

3 37 % 63 %

4 41 % 59 %

5 37 % 63 %

TABLE 2. Relative contribution of convective heat flux in a perfora-
tion and on the cold reference surface to the total cooling flux.

Jet number

T
R

(%
)

1 3 5 7 9 11 13 15
1

2

3

4
Case 1
Case 2
Case 3
Case 4
Case 5

FIGURE 9. Evolution of TR in the perforations (in %).

We define the temperature rise in a perforation by the difference
between the average temperature in and out of each hole. It is
adimensioned as follow :

T R =
(Tout −Tin)
(Th−Tc)

(9)

The evolution of the non-dimensional temperature rise in
each perforation is presented in Fig. 9 for the five cases. Heating
is high in the first perforations and then decreases while the
plate is being cooled. Temperature rise in the perforations is not
negligible and should be modelled.

Heating of the flow can be modelled, considering the heat
exchanges occurring in a perforation described by Eq. 10 :

ρ jCp jU j(Tout −Tin)
πd2

4
= h j(Tw−Tj)πdl (10)

Aspiration side Injection side∫
S j

(
ρUy j H

)
dxdy 80% 55%∫

Ssolid
(Φconv)dxdy 20% 45%

TABLE 3. Contribution of enthalpy flux and convective flux to the
whole flux on the aspiration side and on the injection side.

4.5 Heat fluxes at the wall
On both sides of the wall, enthalpy flux and convective heat

flux contribute to modify the temperature of the fluid. To know
the contribution of these two fluxes, convective fluxes are inte-
grated over the reference surface and enthalpy fluxes on the hole
surface S j = 1

2

(
πd2

4sinα

)
as written in Eq. 11 for the cold side and

the hot side.

∫
Sre f

(Φtot)dxdy =
∫

S j

(
ρUy j H

)
dxdy

+
∫

Ssolid

(Φconv)dxdy (11)

For each case, the contribution of these two fluxes to the
whole flux is averaged over the 15 rows. Results are presented
in table 3. On the aspiration side, enthalpy and convective fluxes
are of the same importance and have to be taken into account by
a thermal model to well reproduce the temperature of the flow.
Whereas on the injection side, the main flux is enthalpy flux,
convective heat flux is far lower and can be neglected in a first
effort of modelling.

5 MODELLING THE HEAT FLUXES
Numerical simulations were performed in order to learn

more about heat transfer on a multi-perforated plate. To correctly
predict the wall temperature, enthalpy flux, convective heat flux
on both sides of the plate and in the perforations have to be well
reproduced by a thermal model. One recall that the goal of this
model is not to take into account the perforation, it will not re-
solve the flow and the fluxes inside the plate.
To obtain homogeneous boundary condition, this part presents
how enthalpy flux can be homogenised on the whole surface. In
a second time, convective heat fluxes are considered, they are
modelled by Eq. 12.

φ = h(Tw−Tad) (12)

where h is the heat transfer coefficient.
As already said in part 2.1, there are no correlation for h on the
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hot side of the plate in full coverage film cooling applications.
Lots of correlations exist for heat transfer coefficient in a perfo-
ration, sadly, there is no agreement between all of them. On the
cold side, flat plate correlations do not take into account suction
due to the presence of perforations. That is why correlations for
an averaged heat transfer coefficient on each of this part have
been deduced from our numerical results.

5.1 Enthalpy fluxes
Enthalpy fluxes on the inlet and the outlet of the perforation

can be written as follows :

Hk =
∫

S j

ρkCpkUy j TkdS (13)

where k means either the quantities on the suction side, eval-
uated at Tin or the quantities on the ejection side evaluated at Tout .
These fluxes should be reproduced by an homogeneous thermal
model on the whole surface.
The model proposed by Mendez to homogenise the momentum
fluxes will be used (this model is described in greater detail
in [2]) : The whole surface can be linked to the total perforated
surface by the porosity (Eq. 14) where N is the number of per-
forations. The normal velocity on the whole surface is deduced
from the normal velocity in the perforation by Eq. 15.

σ =
NSper f

Stot
(14)

Ucor = σUy j (15)

Then, the homogeneous enthalpy fluxes on the injection or
the aspiration surface Stot , is :

Hk =
∫

Stot

ρkCpkUcorTkdS (16)

5.2 Heat transfer coefficient in the perforation
For a correct averaging, Eq. 12 is reformulated to give a

mean value of the heat transfer coefficient in a perforation. It
is obtained by averaging the heat flux, the wall temperature and
the adiabatic temperature over the surface perforation.

h j =
φ j

(T w j −T ad j)
(17)

Jet number

h ra
tio

j

1 3 5 7 9 11 13 15
0.8

0.9

1

1.1

1.2

1.3

1.4

Case 1
Case 2
Case 3
Case 4
Case 5

FIGURE 10. Evolution of hratio j for the five cases.

A correlation has to be deduced from our results to well re-
produce this averaged heat transfer coefficient using local data.
Since no geometric parameters changes in our calculations, espe-
cially l

d , using an existing correlation for heat transfer coefficient
in a perforation taking this parameter into account was necessary.
Existing correlations was compared to our results. Latzko corre-
lation (Eq. 18) is the one which gives the best result.

NuLatzko = 0.02775Re0.8
d

(
Re0.2

d( l
d

)0.8

)0.275

(18)

To make this correlation better reproduce our numerical re-
sults, a correction was done to obtain : Nulatzkocor . The compar-
ison between heat transfer coefficient obtained with this correla-
tion and our numerical results are presented on Fig. 10 as a heat
transfer coefficient ratio (Eq. 19).

hLatzkocor =
NuLatzkocor ∗λ j

d
and hratio j =

h j

hLatzkocor

(19)

The correlation does not fit the numerical results very well
in the first perforations. But after four rows, the difference
between the two heat transfer coefficients decreases and the ratio
is close to 1 for the five cases. The deviation of the heat transfer
coefficient ratio from the unity base value is relatively small to
consider this correlation as a good way to obtain an average heat
flux in a perforation in multi-hole film cooling applications.
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5.3 Heat transfer coefficient on the cold side
An averaged heat transfer coefficient on the cold side was

obtained averaging the convective heat flux, the wall tempera-
ture and the adiabatic temperature on the cold reference surface
around each perforation. The averaged coefficient is calculated
with Eq. 20.

hc =
φc

(T wc −T adc)
(20)

Two different kinds of correlation exist concerning the cold
side. Either, they were deduced from experiments where the flow
on the cold side was represented by a plenum. That means no
streamwise flow. These correlations depend only on the velocity
in the perforation that aspires the flow. Or, there are correlations
considering a flat plate with no perforation. Suction of the flow
around the hole is not taken into account.
To well reproduce the heat transfer coefficient, friction of the
streamwise flow and suction, the two main phenomena, have to
be taken into account. Thus two main parameters have to be
used : The velocity of the streamwise flow and the velocity in
the perforation.
That is why we chose to base our correlation on the Colburn
correlation (Eq. 7) and the suction ratio (Eq. 21).

SR =
Vj

Vc
(21)

These two parameters are used to calculate a Nusselt number
as shown in Eq. 22, where C1 and C2 are constants fixed.

Nuc = NuColburn (1+C1SR)C2 and hcorc =
Nuc ∗ ( ps

d )
λc

(22)

Results obtained are presented on Fig 11 in terms of heat
transfer coefficient ratio (Eq. 23). They do not fit the numerical
results in the five first perforations, but after that the ratio is close
to 1.

hratioc =
hc

hcorc

(23)

Jet number

h
ra

tio
c

1 3 5 7 9 11 13 15
0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

Case 1
Case 2
Case 3
Case 4
Case 5

FIGURE 11. Evolution of hratioc for the five cases.

5.4 Heat transfer coefficient on the hot side
To obtain an averaged heat transfer coefficient on the hot

side, convective heat flux, wall temperature and adiabatic tem-
perature are averaged on the hot reference surface around each
perforation. The averaged coefficient is calculated with Eq. 24.

hh =
φh

(T wh −T adh)
(24)

No correlation exists concerning heat transfer coefficient on
the hot side of the plate. Two main parameters were isolated,
the velocity ratio, V R = V j

Vh
and the density ratio DR = ρ j

ρh
. A

correlation for an Stanton number was defined from our results.
It can be written as Eq. 25, where C1, C2 and C3 are constants
fixed once and for all. This correlation has no physical meaning
but is the results of curve fit procedures.

Sth = C1.V RC2DRC3 and hcorh = ρhCphUhSth (25)

Results obtained with it are shown on Fig. 12 and presented
as heat transfer coefficient ratio (Eq. 26) :

hratioh =
hh

hcorh

(26)

The correlation is able to predict a value of the heat transfer
coefficient close to the numerical one except in the first perfora-
tions where heat transfer coefficient is under-estimate. This cor-
relation can be used in a model aiming at calculating an averaged
heat flux on the hot side of a multi-perforated plate.
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Jet number

h
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h

1 3 5 7 9 11 13 15
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Case 3
Case 4
Case 5

FIGURE 12. Evolution of hratioh for the five cases.

6 CONCLUSION
In this paper, the flow over a multi-perforated plate has been

simulated. Both cold side and hot side have been taken into ac-
count, the geometrical and aerothermal parameters have been
chosen to reproduce an existing experiment. Numerical results
fit well with experiment ones in terms of overall effectiveness.
Heat transfer coefficient on both sides of the plate can not be
compared to experiment data due to the lack of them in such
configurations. Nevertheless, the evolution of heat transfer co-
efficient behind each hole on the cold side is the one expected
in an experiment where only one hole is studied. Evolution of
temperature rise in the perforations is presented, this heating of
the flow represents around 10% of the cold temperature, thus it
is not negligible and should be modelled. Convective heat fluxes
in a perforation contribute to 40% to the total cooling flux and
should also be modelled to well reproduce the thermal behaviour
of the plate. Finally, correlations for an averaged heat transfer
coefficient on the cold side, the hot side and in the perforations
have been deduced.
These results will be useful in supporting future modelling ef-
forts to account for multi-perforated plates in full scale combus-
tion chamber calculations. Of course since only one geometry
and five aerothermal conditions have been studied, correlations
presented here can not be expected to be universal but as the
characteristics considered in this paper are close to the practi-
cal film cooling conditions, the above conclusions can serve as a
guide for further developments.
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