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ABSTRACT 
This paper presents an experimental and computational 

study of the midspan low Reynolds number loss behavior for 
two highly loaded low pressure turbine airfoils, designated L2F 
and L2A, which are forward and aft loaded, respectively.  Both 
airfoils were designed with incompressible Zweifel loading 
coefficients of 1.59.  Computational predictions are provided 
using two codes, Fluent (with k-kl-ω model) and AFRL‟s 
Turbine Design and Analysis System (TDAAS), each with a 
different eddy-viscosity RANS based turbulence model with 
transition capability.  Experiments were conducted in a low 
speed wind tunnel to provide transition models for 
computational comparisons.  The Reynolds number range based 
on axial chord and inlet velocity was 20,000 < Re < 100,000 
with an inlet turbulence intensity of 3.1%.  Predictions using 
TDAAS agreed well with the measured Reynolds lapse rate.  
Computations using Fluent however, predicted stall to occur at 
significantly higher Reynolds numbers as compared to 
experiment.  Based on triple sensor hot-film measurements, 
Fluent‟s premature stall behavior is likely the result of the 
eddy-viscosity hypothesis inadequately capturing anisotropic 
freestream turbulence effects.  Furthermore, rapid distortion 
theory is considered as a possible analytical tool for studying 
freestream turbulence that influences transition near the suction 
surface of LPT airfoils.  Comparisons with triple sensor hot-
film measurements indicate that the technique is promising but 
more research is required to confirm its utility.          

 
INTRODUCTION  

Understanding low pressure turbine (LPT) Reynolds 
number effects is important for engines which must operate at 

high altitudes, and also for engines with LPT airfoils with very 
high aerodynamic loading.  High-flying aircraft such as 
unmanned aerial vehicles (UAVs) experience large Reynolds 
number variation between take-off and cruise conditions.  At 
low Reynolds numbers, which occur at high altitude, the 
boundary layers contain less energy and thicken, thereby 
making them more susceptible to separation when subjected to 
adverse pressure gradients.  Although turbines operate with an 
overall favorable pressure gradient, the suction surface 
curvature causes localized regions of adverse pressure gradient, 
which can cause boundary layer separation and increased losses 
at low Reynolds numbers in LPTs.  The loss or efficiency 
plotted against the Reynolds number is commonly called the 
Reynolds lapse.     

Increasing the aerodynamic load on airfoils is desirable to 
reduce airfoil count and LPT weight.   For given gas angles 
(constant work coefficient), increasing the aerodynamic load 
not only results in increased pitchwise spacing, but also in more 
highly curved airfoils.  Increased curvature on the suction 
surface has potential to strengthen local adverse pressure 
gradients and cause separation at higher Reynolds numbers as 
compared to airfoils with reduced loading. The Zweifel loading 
coefficient, Zw, is typically used to describe aerodynamic 
loading and is historically of the order of 1.0 [1].  Recent 
studies in the literature have focused on much higher loading 
levels.  For example, Praisner et al. [2] investigated the loss 
behavior for airfoils with 1.15 < Zw < 1.8 with the aim of 
reducing airfoil count.  Furthermore, low Reynolds number 
performance is also strongly dependent on the pressure 
coefficient profiles.     
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This paper focuses on the computational challenges of 
predicting midspan low Reynolds number performance.  The 
airfoils used in the study are discussed first, followed by the 
transition models employed.  Computational methods are 
presented next, followed by a discussion of the experimental 
arrangement and instrumentation for providing benchmark 
transition models.  The results are then presented, which focus 
on the predictive quality of the transition models, and the 
interpretation of the results relative to the way the transition 
models were developed and calibrated.  Finally, rapid distortion 
theory is discussed as a possible analytical technique to study 
turbulence effects that eddy viscosity models fail to capture.   
 
AIRFOIL DEVELOPMENT 

Recently, the Propulsion Directorate of AFRL developed a 
series of low pressure turbine airfoils for studying low 
Reynolds number, high-lift aerodynamics.  These airfoils were 
designed in keeping with the Pratt & Whitney Pack B gas 
angles.  The first pair of blades, L1M and L1A, were designed 
with incompressible Zweifel coefficients 17% greater than Pack 
B (i.e., Zw=1.34 for L1M and L1A, Zw = 1.15 for Pack B) and 
both mid- and aft-loaded pressure distributions, respectively.  
The L1M (level one increase in lift, mid-loaded), was first 
tested and analyzed outside of AFRL by Bons et al. [3] 
experimentally, and computationally by Gross and Fasel [4].  
The airfoil was shown to have a significantly better Reynolds-
lapse characteristic than the Pack B airfoil.  The L1A (aft-
loaded) airfoil was designed to the same level of loading as 
L1M, but it had too high a degradation in performance at low 
Reynolds numbers to make it more suitable for flow control 
studies under the NASA Fundamental Aeronautics Program [5, 
6].  Subsequently, both airfoils were used in an investigation of 
the aerodynamic challenges in the operation of variable-speed 
power turbines for rotor-craft applications [7]. 

More recently another pair of cascade airfoils with 
incompressible Zweifel coefficients of 1.59 was designed to the 
Pack B gas angles.  Again, the airfoils differed with respect to 
their loading conventions.  The first one, designed by 
McQuilling [8], was front-loaded (L2F) whereas the second one 
that appears for the first time here, is more aft-loaded (L2A).  
This pair of airfoils was designed to test the limits of high lift, 
low Reynolds-number operation enabled by increases in the 
fidelity of CFD transition modeling.  Both airfoils were 
predicted to have better Reynolds-lapse characteristics than the 
P&W Pack B despite increases in loading that were of order 
38% over that high-lift airfoil. 

Like the L1A and L1M, the AFRL L2-series of high-lift 
airfoils were designed using in-house analysis tools (TDAAS) 
that include the profile generator of Huber [9]. That algorithm 
uses Bezier curves in conjunction with typical leading- and 
trailing-edge specifications (e.g., wedge angles, edge radii of 
curvature, gage areas, and uncovered turning) to define airfoil 
shapes using a small number of control points in keeping with 
the method described by Casey [10]. Once the profile was 
defined, the grid generator and RANS solver described by 
Dorney and Davis [11] were used along with an ad hoc 

implementation of the transition models of Praisner and Clark 
[12] to determine airfoil performance. Graphical User 
Interfaces (GUIs) and both design optimization [13] and 
design-of-experiments techniques [14] were used during the 
design process to define the shape of the profiles.  
 
DISCUSSION OF TRANSITION MODELS 

Both codes used in the present study, TDAAS and Fluent, 
utilized transition models for low Reynolds number 
calculations.  Walters and Leylek [15, 16] developed the 
transition model implemented in Fluent, which is the k-kl- 
three-equation model, designed for modeling both natural and 
bypass transition.  In natural transition, laminar boundary layers 
grow, eventually becoming unstable with the formation of 
Tollmien-Schlichting waves.  As the flow continues, the 
Tollmein-Schlichting waves break down, forming turbulent 
spots, which are followed by a fully turbulent boundary layer.  
In bypass transition, freestream turbulence causes the natural 
process to be bypassed.  (Schlichting and Gersten [17] discuss 
both types of transition.) The three transport equations in Fluent 
are used to solve for the turbulent kinetic energy, k, the laminar 
kinetic energy, kl, and the specific dissipation, ω.  Walters and 
Leylek [15, 16] added the transport equation for kl to model 
streamwise laminar fluctuations in a pre-transitional boundary 
layer that eventually transitions to a turbulent boundary layer.  
After transition initiates, kl is transferred to k to model the 
transition to full turbulence.   

The k-kl-ω model in Fluent was originally proposed as k-
kl- [15], where  is the farfield turbulence dissipation rate. The 
authors then recast the transport equation for  in terms of  
[16].  The model constants were determined from direct 
numerical simulations of fully turbulent channel flow and flat 
plate boundary layer experiments [16].  The latter model [16] is 
commercially available in Fluent and was used in the present 
study.   

Because the Fluent k-kl- model is recent, there are few 
studies in the literature using it.  Sanders et al. [18, 19] reported 
that the model is a more accurate predictive tool for LPT 
airfoils as compared to conventional RANS based models.  
Cutrone et al. [20] compared the predictive quality of the k-kl- 
model with five other transition models, all derived by 
combining a transition onset correlation with an intermittency 
factor based transition model to model the transition length.  
Cutrone et al. [20] concluded that the k-kl- model performed 
best in all cases, except a flat plate case that had a strong 
pressure gradient in the transition region.   

The separated flow transition model of Praisner and Clark 
[12] was employed in TDAAS for the present study.  This 
model utilizes a single correlation from experiments to predict 
the turbulent reattachment point of a laminar separation bubble.  
The transition model is coupled with the Baldwin-Lomax [21] 
algebraic turbulence model to close the RANS equations.  The 
model was derived from 47 experimental test cases for 
separated flow transition.  Using dimensional analysis, Praisner 
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and Clark [12] found that the separation bubble length 
correlated well according to Eq. (1),  
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where B is the distance from separation onset to turbulent 
reattachment (bubble length), Reθ,sep is the momentum 
thickness Reynolds number at separation onset, and SSsep is the 
suction surface distance from the leading edge to the separation 
point.  The predictions presented in this paper did not utilize 
Praisner and Clark‟s [12] attached flow transition model.  It is 
believed that using only the separated flow model is more 
conservative, since depending on the turbulence level, 
transition may occur in the experiment upstream of separation. 

Praisner et al. [22] presented experimental validation data 
for the attached and separated flow models.  The models 
accurately predicted the Reynolds lapse at midspan for the pack 
B profile, based on cascade experiments of Bons et al. [23].  
Multistage 3D simulations were compared with experimental 
data from Binder et al. [24].  Where the flow was primarily 
two-dimensional, efficiency predictions using the attached and 
separated flow transition models agreed well with experiment, 
outperforming fully turbulent predictions, which 
underpredicted the efficiency between 1% and 2%.  Transition 
modeling did not improve agreement in the endwall regions.  
Schmitz et al. [25] applied the Praisner and Clark [12] 
separated flow transition model for designing a research LPT 
stage, which was tested in a high-speed rotating rig.  Total 
pressure loss predictions were performed as low as Re = 
20,000, indicating stall-free operation for all Reynolds numbers 
examined.  The researchers operated the rig as low as Re = 
14,000 (based on inlet velocity and true chord), without 
observing separation.  Again however, spanwise efficiency 
predictions were poor in the endwall region.  With or without 
transition modeling, RANS-based turbulence models predict 
total pressure loss and efficiency poorly in the endwall region. 

COMPUTATIONAL METHODS 
The authors provide computational predictions using both 

the commercial code Fluent, and AFRL‟s TDAAS system.  The 
computational procedures were quite different for the two 
codes.  In Fluent, the pressure-based solver was used for all 
calculations due to low Mach numbers in the experiment (Mex < 
0.06).  The RANS equations were closed using the k-kl-ω 
transition model [16].  Second order accurate finite volume 
spatial discretization was utilized.  For time integration, either 
steady or unsteady formulations were used, depending on the 
Reynolds number.  In general, the steady solver was used for 
high Reynolds numbers.  At low Reynolds numbers, solutions 
usually failed to converge using the steady solver, which was 
evident by the lift coefficient and scaled residuals not reaching 
steady state.  In that case, unsteady solutions were computed 
with an implicit, dual time-stepping formulation with second 
order accuracy.  Solutions were assumed converged when the 

lift coefficient became steady periodic, indicating that all 
effects of initialization had decayed.    

The domain modeled in Fluent was based on a single 
airfoil, with the inlet extending an axial chord upstream of the 
leading edge.  The outlet was placed two axial chords 
downstream of the trailing edge.  Periodic boundaries were 
assigned mid-pitch from the pressure and suction surfaces to 
model a single blade passage.  The calculations were carried 
out using two dimensional, multi-block hybrid grids.  A 
structured block with an O-type topology was used for 
discretizing the boundary layer around the airfoil surface, while 
an unstructured block was used for discretizing the remainder 
of the domain.  Refining the grid to approximately 60,000 cells 
gave grid-independent results.  In addition, boundary layers 
were sufficiently refined, with y+ levels less than unity along 
the wall.  

McQuilling [8] provides a detailed discussion of the 
computational procedures using TDAAS.  Relevant details of 
the solver, grids and calculation procedure are discussed here 
for convenience.  The grid generator and flow solver is that 
described by Dorney and Davis [11].  The solver is density-
based and is used to solve the RANS equations using an 
implicit dual time stepping, time-accurate approach.  The time 
integration scheme is second order accurate, with convergence 
being obtained when the pressure field downstream of the 
trailing edge becomes steady periodic.  The spatial 
discretization is based on a third order accurate, finite 
difference upwinding scheme.  Since the Dorney and Davis 
[11] flow solver was not preconditioned to handle low Mach 
number flows, the exit Mach number was set at Mex = 0.2 to 
reduce the stiffness of the governing equations while 
maintaining incompressible flow.  Reynolds numbers were 
matched by reducing the fluid density.    

Due to using finite differencing, the solver in TDAAS 
required structured grids.  The grids were based on a multi-
block O-H topology.  The O-type mesh was used for 
discretizing the boundary layer, with H-type meshing used for 
the remainder of the domain.  Due to higher order finite 
differencing and structured meshing, grid independent results 
were achieved with approximately 7,000 grid points for the 2D 
passage.  Furthermore, y+ levels along the wall were less than 
unity. 

Implementation of the Praisner and Clark [12] separated 
flow transition model in TDAAS requires a two-step procedure.  
A converged fully laminar solution is computed first to obtain 
Reθ,sep and SSsep as inputs for Eq. (1).  After using Eq. (1) to 
define the reattachment point, the turbulent wall boundary layer 
downstream of the separation bubble is computed using the 
Baldwin-Lomax algebraic model [21].  Note that for 
reattachment points predicted beyond the trailing edge, only the 
laminar solution is utilized, resulting in outright separation.  For 
more information regarding implementation, the reader is 
referred to Praisner and Clark [12].        
 
 
 

3 Copyright © 2011 by ASME



EXPERIMENTAL METHODS 
The experiments were conducted using the AFRL low 

speed wind tunnel facility.  This wind tunnel is an open loop 
induction type, with the flow entering a bell-mouth contraction 
and passing through a turbulence-generating grid.  The 
turbulence grid is comprised of a lattice of horizontal and 
vertical 25.4 mm round bars, with 76.2 mm center spacing. The 
center blade of the cascade is approximately 90 bar diameters 
downstream of the grid.  The turbulence grid produces a 
turbulence intensity of Tu = 3.1%, with an integral scale of Lin 
= 39.2 mm at about 1.4Cax upstream of the cascade. Aft of the 
cascade, the flow passes through the exit duct to enter the fan.   

A schematic of the test section is given in Fig. 1.  As 
shown, the cascade is comprised of seven airfoils.  The end-
flow adjusters were used to control the bypass flow around the 
outside of the cascade to achieve periodicity.  A single outer 
tailboard was used to set the exit angle at Re = 100k.  The 
authors acknowledge that the exit angle will change as Re 
decreases, approaching stall.  Exit traverse data were collected 
at midspan, 0.75Cax downstream of the cascade in the axial 
direction.  The traverse plane origin is defined downstream of 
the middle blade as the intersection of the tangent line projected 
from the pressure side of the trailing edge, and the traverse 
plane.  The tangent line projected from the pressure side of the 
trailing edge originates from the intersection of the trailing edge 
circle and the pressure surface.  An additional traverse plane is 
defined inside a single passage at midspan, at 0.5Cax.  The 
origin of this traverse plane is defined at the blade suction 
surface.  The same cascade definitions are used for both airfoils 
in the present study, the L2A and L2F.  Table 1 summarizes the 
relevant geometric data and flow conditions.  The flow angles 
are design point values.      

 

 
Figure 1.  Schematic of AFRL low speed wind tunnel test 
section. 
 

An upstream stationary pitot probe and a kiel probe in the 
exit traverse plane were used to measure total pressure loss.  At 
3.2 mm, the kiel probe diameter was less than 2% of the blade 
pitch, providing sufficient resolution within the wakes.  The 
ambient pressure was measured with a laboratory barometer 
and freestream fluid temperatures were measured using type J 
thermocouples.  An IFA300 constant temperature anemometer 
was used with single normal hot-film probes (TSI 1211-20) for 
obtaining velocities, turbulence intensities, and integral length 
scales at the inlet, and exit traverse.  A TSI 1299-20-18 triple 
sensor hot-film probe was used to obtain freestream turbulence 
measurements within the triple sensor traverse plane (Fig. 1), 
but only for the L2A cascade.  All three sensors of the triple 
probe were contained in a 2 mm measurement diameter.  The 
probe stem however, was 4.6 mm in diameter.   
 
Table 1.  Cascade Geometry and Flow Conditions 
Axial chord, Cax 152.4 mm 
Pitch/axial chord, P/Cax 1.221 
Span/axial chord, H/Cax 5.75 
Zweifel coefficient, Zw 1.59 
Inlet flow angle, αin 35  
Exit flow angle, αex 58  
Inlet turbulence  
Intensity, Tuin 

3.1% 

Streamwise integral scale at 
inlet, Lin 

39.2 mm 

Max exit Mach number, Mex 0.053 
 
All hot-film probes were calibrated using a TSI Model 

1127 velocity calibrator.  Typical calibration curves included 18 
points, spanning the measured velocity range in the experiment. 
Table 2 displays the calibration velocity ranges for the probes.  
During calibration, the triple sensor probe was placed in a zero 
pitch/yaw configuration for the entire velocity range.  An 
analytical technique, similar to that described by Lekakis et al. 
[26] was used to obtain the velocity angles and magnitudes in 
the experiment, given effective cooling velocities from the 
three sensors.  In the experiment, flow angles relative to the 
probe axis were small, at less than 6 .   Angle measurements on 
the calibration stand however, were within   0.5  of the actual 
velocity vector for  12  pitch and yaw.      
 
Table 2.  Calibration velocity ranges for hot-film probes. 
Probe Min Velocity, m/s Max Velocity, m/s 

Inlet film 1.5 11.5 
Exit film 10 18.5 
Triple-film 5 29 
  

  Besides ambient pressures, all other data were sampled 
using National Instruments hardware and software.  When 
capturing data used for computing the integral scales, the 
analog signal was conditioned with a low pass filter at a 5 kHz 
cutoff frequency.  The analog signal was sampled at 20 kHz, 
well above the Nyquist criterion to prevent aliasing.  The 
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integral length scales were computed by first calculating the 
autocorrelation function, as given by Eq. (2). 



 
 T

0

T

0
xx

u(t)u(t)dt

s)dtu(t)u(t
(s)R                               (2)                                                           

The integral time scale, τ, was then taken as the value of s such 
that Rxx(s)= 1/e, as proposed by Tritton [27].  The integral 
length scales were then computed for the streamwise direction 
by invoking the frozen turbulence approximation and 
multiplying τ by the mean velocity.   

All uncertainties were calculated at 95% confidence.  
Uncertainties for the Reynolds number and total pressure loss 
coefficients were estimated using the partial derivative and 
root-sum-square method of Kline and McClintock [28]. The 
uncertainty of the peak loss coefficients and Reynolds numbers 
were less than 5% and 3.5%, respectively, of the measured 
values over the entire Reynolds number range.  Hot-film 
velocity measurements were the largest source of uncertainty.    

The uncertainty of the turbulence measurements 
downstream of the cascade was estimated by constructing 
confidence intervals for ensembles of 25 data sets for each 
measurement location.  Within the wakes, the precision error of 
the integral scales was within 5% of the measured values.  In 
the freestream between the wakes, the precision error was 
larger, but typically within 10% of the measured values.  
(Roach [29] reported that uncertainties in calculating integral 
scales can easily reach 10%.)  The precision uncertainty for the 
turbulence intensity was lower, at less than 3% of the mean 
measured value.  Upstream of the cascade, sufficient data were 
captured to reduce the precision uncertainty of the inlet integral 
scale and turbulence intensity to less than 2% of the mean 
values.  Precision error also dominated for the triple sensor 
measurements.  Mean square velocity fluctuations were within 
10% of the measured values for the triple sensor probe. 
 
RESULTS AND DISCUSSION 

In this section of the paper, comparisons between 
computational and experimental data are presented and 
discussed in terms of predictive quality.  Discrepancies between 
predictions and experiments are then discussed relative to the 
way the transition models emulate the flow physics. 
 
Reynolds Lapse Predictions 

It is imperative that the designer has confidence in the 
general trend of the predicted lapse curve.  Said another way, it 
is necessary to know whether the boundary layer will separate, 
transition, and re-attach with only a modest increase in loss 
with decreasing Reynolds number, or whether the viscous layer 
separates without re-attachment.  If the latter prevails, then the 
designer needs to know the Reynolds number at which this 
occurs.   

The Reynolds lapse for the front-loaded L2F airfoil is 
presented in Fig. 2.  As shown, the losses for this airfoil 
increase modestly with decreasing Reynolds number as 

compared to the Pack B.  This result, first observed by 
McQuilling [8] is significant, considering that the Pack B and 
L2F were designed with Zw = 1.15 and Zw = 1.59, respectively.  
McQuilling [8] also presented detailed suction surface 
boundary layer measurements for L2F.  Based on shear stress 
measurements, McQuilling [8] showed that a separation bubble 
is present on the airfoil in the range of 25k < Re < 75k.  
McQuilling [8] also presented hotwire measurements down to 1 
mm from the suction surface without observing reversed flow, 
indicating an extremely thin separation bubble.  The Reynolds 
number at separation onset is unknown for L2F.    

 
Figure 2.  Experimental and computational Reynolds lapse for 
L2F.  The Pack B results are from McQuilling [8].    
 

Predictions for L2F using TDAAS agree well with the 
measurements across the entire Reynolds number range, being 
only slightly below the error bars.  The calculations using 
Fluent however, predicted L2F to stall below Re = 50k, similar 
to Pack B.  Before stall occurs, the Fluent predictions are quite 
accurate and within experimental uncertainty.  Fluent 
predictions were not computed at lower Reynolds numbers 
because they were considered unnecessary after determining 
the stall location.       

 Figure 3 presents the Reynolds lapse for the L2A airfoil.  
Unlike L2F, the measurements indicated stall below Re = 40k, 
which is still a slight improvement over Pack B.  At present, no 
suction surface boundary layer measurements are available for 
L2A.  Overall, lapse predictions using TDAAS follow the trend 
quite well, but under-predict the loss magnitude within the 
range of 40k < Re < 90k.  The TDAAS calculations also 
reasonably predict the Reynolds number at which stall occurs.  
The Fluent calculations predict earlier stall at nearly twice the 
Reynolds number of the measured stall location.  Similar to 
L2F, the Fluent loss predictions for L2A are quite accurate and 
within experimental uncertainty before the airfoil stalls.  
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Additionally, neither code agrees well with the measured losses 
once stall occurs.   

 
Figure 3.  Experimental and computational Reynolds lapse for 
L2A.  The Pack B results are from McQuilling [8]. 
 

The differences in the Reynolds lapse for the L2A and L2F 
airfoils are best explained by examining the pressure loading 
distributions.  Figure 4 shows the pressure coefficients for both 
airfoils at midspan.  These data were obtained computationally 
using Fluent‟s implementation of Shih et al.‟s [30] realizable k-
ε turbulence model.  The fully turbulent computations 
eliminated separation bubbles present on the suction surface to 
provide cleaner plots for illustrative purposes.  Inviscid 
calculations using the Navier-Stokes grids had instabilities near 
the trailing edge and were not used.  As shown, the loading is 
significantly different for the two airfoils.  Peak loading for 
L2F and L2A occur at 25% and 60% axial chord, respectively.  
Because of front loading, the diffusion length on the suction 
surface of L2F is nearly 1.9X longer than L2A‟s diffusion 
length.  As a result, the adverse pressure gradient is more severe 
for L2A, resulting in stall at higher Reynolds numbers.  The 
improved stall performance of L2F however, does not make it 
an obvious design choice over L2A.  Front loaded airfoil 
performance is much more sensitive to small changes in 
geometry [1], and generally result in higher endwall losses [31].  
These factors must be considered during design.   

It is easier to understand the differences in measured airfoil 
performance than the differences in computational predictions.  
As described above, the two transition models used in the 
present study were developed using very different design 
philosophies.  The transition model implemented in TDAAS is 
correlation based, and was calibrated using a database of 
cascade results, comprised of both compressors and turbines.  
This model yielded superior stall predictions because it was 
developed using flows with high streamline curvature and 

straining, similar to the flows being studied.  Because this 
model requires a previously converged laminar solution before 
implementing the turbulent solution, users may consider its use 
cumbersome.   

 

 
Figure 4.  Pressure loading distributions for the L2A and L2F 
airfoils. 
 

The k-kl-ω model, which is available in Fluent, requires 
only a turbulent integral scale and intensity as boundary 
conditions, similar to fully turbulent RANS based, eddy 
viscosity turbulence models.  The high loading levels present 
for the L2A and L2F airfoils were challenging for this model, 
which predicted stall prematurely for both airfoils.  The model 
constants were calibrated with fully turbulent channel flow and 
flat plate boundary layer experiments [16], which may not 
accurately model the turbulence development when the flow is 
highly strained.   

Furthermore, it is important to consider the methods for 
determining the turbulent boundary conditions implemented in 
Fluent to give confidence that they were not the cause of 
premature stall.  The inlet turbulence intensity was determined 
to be 3.1% ± 0.062% at 95% confidence (2% of mean measured 
value).  Since the turbulence intensity is obtained with 
straightforward statistical calculations, this result is believed to 
be a unique and valid inlet boundary condition.  On the other 
hand, various methods exist for computing the turbulent 
integral scale, implying that the measured integral scale in the 
present study is not unique.   

Sanders et al. [18] however, performed a parameter study 
using Fluent‟s version of the k-kl-ω model to investigate the 
effect of inlet turbulence integral scale on the maximum wake 
loss coefficient of a cascade of LPT airfoils.  The LPT airfoils 
modeled in their study were designed for use in the same 
experimental facility described in this paper, but with lower 
loading (Zw = 0.94, Cax = 177.8 mm).  Sanders et al. [18] found 
that for Lin > 14 mm, the results were insensitive to the integral 
scale.  Since the measured integral scale in the present study is 
Lin = 39.2 mm, a 10% variation due to a difference in 
calculation procedures as suggested by Roach [29], is not 
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expected to influence the present results.  Differences between 
the predictions and measurements are therefore attributed to the 
way the flow physics are modeled.  The next section of the 
paper explores this topic.    
 
Reasons for k-kl-ω Stall Behavior 

This section of the paper presents midspan turbulence 
measurements inside a single passage of the L2A cascade (see 
Fig. 1).  It is well known that a turbulent boundary layer can 
overcome adverse pressure gradients better than laminar 
boundary layers.  If a turbulence model fails to capture all the 
relevant freestream turbulence effects near the suction surface 
of an LPT airfoil, bypass transition can be delayed, causing stall 
prematurely. 

The turbulent kinetic energy development at 0.5Cax for the 
L2A cascade is given in Fig. 5.  As shown, the predicted and 
measured turbulence development is qualitatively different.  
The measured turbulence energy decreases towards the wall, 
whereas the predicted turbulence energy increases.  Also 
observe for the predicted turbulence development, that the 
kinetic energy goes to zero inside the boundary layer.  It is 
interesting that Fluent predicted stall prematurely, even with 
computed turbulence energy levels more than 20% higher than 
the measured values in the freestream near the edge of the 
boundary layer.  The measured Reynolds stresses give 
additional insight into the discrepancy.            
 

  
Figure 5.  Turbulent kinetic energy at 0.5Cax for the L2A 
cascade, normalized by the inlet turbulent kinetic energy.  Re = 
100k. 
 

Figure 6 shows the measured components of the Reynolds 
stress tensor across the passage at 0.5Cax.  These triple sensor 
results are presented in streamline coordinates.  Therefore, u-
fluctuations are in-line with the mean velocity vector, and the v 

and w-fluctuations are orthogonal to the mean velocity vector 
with zero mean velocity.  Furthermore as the probe position 
approaches the wall, the v-velocity fluctuations become closer 
to the wall-normal direction.   Because the turbulence entering 
the cascade was generated using a square lattice grid and was in 
the latter stages of decay (Tu = 3.1%), the turbulence is nearly 
isotropic, as described by Roach [29].  As shown in Fig. 6 
however, the effect of high strain rates to accelerate the flow 
over the suction surface, and also the effect of streamline 
curvature has a dramatic effect on the incoming turbulence.  
Recall from Fig. 5 that the measured overall turbulent kinetic 
energy close to the wall is nearly the same value as the 
incoming turbulence.  The turbulence energy is therefore 
redistributed directionally.  The spanwise fluctuation 
component, <w2>, is amplified close to the wall.  The <u2> 
component gradually increases approaching the wall, whereas 
<v2> is damped.         

 

 
Figure 6.  Measured components of the Reynolds stress tensor 
within the passage at 0.5Cax for the L2A cascade.  Re = 100k. 
 

The Reynolds shear stresses are most interesting in Fig. 6. 
As shown, the <uv> and <uw> components are positive across 
the measurement range.  The <vw> term is near zero, indicating 
negligible correlation between the two fluctuation components.  
The <uv> component decreases across the passage approaching 
the wall, whereas <uw> increases.  The increasing <uw> term 
approaching the wall is a very interesting result.  Since the 
measurements were taken at midspan of the passage, the RANS 
x-momentum equation indicates a negligible effect on the mean 
flow due to <uw>, based on symmetry.  Furthermore, the z-
direction momentum equation simply becomes a balance in 
shear stress gradients at midspan.  The <uw> term does not 
appear in the y-momentum equation.  Although <uw> does not 
have an apparent effect on the mean flow, it may actually be an 

0 0.2 0.4 0.6 0.8 1 1.2 1.4
0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

y/L
in

k
/k

in

 

 

L2A, Exp

L2A, Fluent

0 0.2 0.4 0.6 0.8 1 1.2 1.4
-0.5

0

0.5

1

1.5

2

2.5

3

3.5

y/L
in

 

 

<u2>/<u
in

2 >

<v2>/<u
in

2 >

<w2>/<u
in

2 >

<uv>/<u
in

2 >

<vw>/<u
in

2 >

<uw>/<u
in

2 >

7 Copyright © 2011 by ASME



instability mechanism.  If <uw> remains significant 
approaching the wall, it may interact with streamlines in the 
edge of the developing boundary layer.  Considering that <uw> 
indicates a correlation between the streamwise, and dominant 
spanwise fluctuation components, its effect may be to buckle 
the streamlines and influence transition.  This mechanism 
occurs in the x-z plane as opposed to instabilities in the x-y 
plane, possibly influencing both attached and separated flow 
transition processes.     

The primary implication for turbulence modeling is that 
<uw> is zero by definition according to the eddy-viscosity 
hypothesis for two-dimensional flows.  Any significant effect of 
<uw> in the experiment was not captured using Fluent.  Wilcox 
[32] points out that the eddy-viscosity hypothesis fails for flows 
with high streamline curvature and extra rates of strain, both of 
which are present for high lift LPT flows.  Researchers 
typically apply corrections to turbulence models to improve 
performance for challenging flows.  The freestream turbulence 
measurements presented in this paper provide a possible 
explanation for the k-kl-ω model‟s poor performance in 
predicting the Reynolds lapse, primarily due to a failure in the 
eddy-viscosity hypothesis.  Because the TDAAS predictions 
were based on empirical modeling for similar cascade flows, all 
the anisotropic turbulence effects were captured implicitly.  
This is why TDAAS predicted stall more accurately than the 
Fluent predictions using the k-kl-ω model.  

As a consequence of high strain rates near the suction 
surface of LPT airfoils, rapid distortion theory may provide a 
means outside of DNS and LES to gain insight into the 
freestream turbulence field that interacts with the developing 
boundary layer.  The purpose is to examine an alternative 
technique that does not require supercomputing facilities to 
study freestream turbulence effects.  Improved knowledge of 
the freestream turbulence field can be used to apply corrections 
to eddy viscosity based transition models.  The next section of 
this paper investigates this possibility.   
 
Freestream Turbulence and Rapid Distortion Theory 

  Governing equations for the fluctuating velocity 
components in a turbulence field are obtained by subtracting 
the RANS from the Navier-Stokes equations.  Pope [33] 
presents these equations in incompressible form while 
neglecting the energy equation as, 
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where the bracketed and lower case terms are mean, and 
fluctuating quantities, respectively.  Note that the i and j indices 
represent three space dimensions in a Cartesian coordinate 
system.  Only the mean velocity gradients appear and not the 
mean velocity.  These mean velocity gradients are taken to be 

known, and can be time dependent.  The idea with rapid 
distortion theory is that if the turbulence field is subjected to 
large strain rates, the linear terms containing the mean velocity 
gradients will dominate over the turbulence-turbulence 
interaction terms.  Therefore, the second and third terms on the 
right hand side of Eq. (3), along with the second term on the 
right hand side of Eq. (4) can be neglected, resulting in linear 
equations which are more easily solved.  In their linear form, 
the governing equations for the fluctuating velocity and 
pressure are called the rapid distortion equations. 

It is important to first assess whether or not rapid distortion 
theory applies to LPT flows.  Hunt and Carruthers [34] provide 
the essential criterion for rapid distortion theory to apply in 
terms of turbulent scales.  This criterion is given by Eq. (5),   
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where l is a turbulent scale to be evaluated, L is the turbulent 
integral scale, d is the distance along which the distortion 
occurs, and TD is the time required for the distortion to occur.  
Equation (5) indicates that rapid distortion theory is most 
applicable for large turbulent scales.   

Assuming that the energy containing eddies occur for 
scales in the range of 1/6L < l < L [33], the right hand side of 
Eq. (5) was approximated to be between 4X and 13X larger 
than the left hand side for the L2-series airfoils.  To calculate 
the ratio, mean velocities were extracted from computational 
results approximately a half axial chord upstream of the leading 
edge, and at mid-axial chord, just outside of the boundary layer 
in the freestream.  Because the inlet integral scale and 
turbulence intensity are insensitive to the Reynolds number for 
grid generated turbulence [29], taking the ratio of the right to 
left hand sides of Eq. (5) is also expected to be insensitive to 
the Reynolds number.  Therefore, Eq. (5) is expected to apply 
over the experimental Reynolds number range.   

Figure 7 is a contour plot of velocity magnitude, scaled by 
the inlet velocity, to give insight into the parts of the flow 
domain where rapid distortion theory may apply.  As shown, 
the highest velocities will occur within the freestream, close to 
the suction surface.  The boxed region in the figure indicates 
the high strain region.  Furthermore, a fluid particle in the 
freestream passing over the suction surface must double its 
velocity in a distance shorter than an axial chord.   Hence, rapid 
distortion theory is expected to be most applicable in that part 
of the flow.  Additionally, it is flow along the suction surface 
that will interact with a developing boundary layer, influencing 
turbulent transition.  Flow acceleration is less severe near the 
pressure side of the passage, suggesting that rapid distortion 
theory does not apply in that part of the flow.      

 
 
 
 
 
 

8 Copyright © 2011 by ASME



 

inU/U  

 
   Figure 7.  Contour plot of the scaled velocity magnitude for 
the L2A airfoil. 
 

Whether or not a rapid distortion event has occurred can 
also be determined by examining the turbulent integral scales 
downstream of the distortion.  Hunt and Carruthers [34] claim 
that for rapidly distorted, inhomogeneous turbulence near a 
rigid surface, with or without mean shear, the two-point spatial 
correlations of the turbulence field change little during the 
distortion.  Hence, the integral scales which are obtained from 
two-point spatial correlations are also expected to change little 
near a rigid boundary, similar to the suction surface of high lift 
LPT airfoils.  Therefore, the size of the turbulent eddies that 
pass through the high strain region of the freestream near the 
airfoil suction surface is expected to remain approximately 
constant.  

To investigate the effect of the airfoils on the integral 
scales, integral length scale measurements were taken at the 
exit traverse plane, and normalized by the measured values 
taken at the cascade inlet.  These measurements are presented 
in Fig. 8 along with total pressure loss coefficients to indicate 
the blade wakes.  The subscript “loc” indicates a measurement 
in the exit traverse plane.  The right side of the wakes 
corresponds to the suction side of the airfoils.  If a rapid 
distortion event occurs, Lloc/Lin = 1.0 is the expected result.  As 
shown, the normalized integral scales for both airfoils are near 
unity just outside of the wake on the suction side (y/Pitch  -
0.7).  This result suggests that rapid distortion theory provides a 
reasonable description of turbulence development along the 
airfoil suction surface within the freestream.  The integral 
scales decrease farther towards the airfoil pressure surface, 
followed by an abrupt increase as the freestream interacts with 
the shear layer from the blade pressure surface.  The integral 
scales are smallest within the blade wakes, which are due to 
mixing within the wake and not from the incoming grid 
generated turbulence.        
 

  
Figure 8.   Pitchwise integral scale development in the exit 
traverse plane for the L2A and L2F airfoils.  Data were 
captured at Re = 100k.       
   

Considering that scaling arguments and integral scale 
measurements both indicate that rapid distortion may be 
present, we will now examine the turbulent kinetic energy 
development.  Goldstein and Durbin [35] solved the rapid 
distortion equations for two-dimensional contractions with 
various incoming turbulence integral scales, and contraction 
ratios.  The incoming turbulence was isotropic for all cases.  
Their geometry is sketched in Fig. 9, which consisted of a plane 
strain contraction.  The important aspect of Goldstein and 
Durbin‟s [35] results was the effect of high strain on the 
turbulence approaching the wall, but outside the boundary 
layer.   Goldstein and Durbin [35] presented their plane strain 
results for the normal Reynolds stresses in terms of the 
parameters δ1/δ2 and 2δ2/Lin.  Both of these parameters 
significantly influence turbulence amplification near the wall.         
 

   
Figure 9. Sketch of Goldstein and Durbin‟s [35] geometry. 
 

Figure 7 was used to obtain the required parameters for use 
with the Goldstein and Durbin [35] results.  As shown, the 
space between the suction surface and the top of the high strain 
region in Fig. 7 was approximately 0.25Cax and is taken to be 
the downstream contraction height, 2δ2.  Additionally,

inax L0.25C  , so the inlet integral scale is approximately equal 
to the downstream contraction height ( 2in 2δL  ).  As for 
contraction ratio, the fluid speed near the suction surface is 
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approximately double the incoming fluid speed.  This correlates 
by continuity to δ1/δ2 = 2.0.  The parameters δ1/δ2 = 2.0 and 
2δ2/Lin = 1.0 were used as inputs in obtaining predictions using 
the Goldstein and Durbin [35] plane strain results.  

The plane strain turbulence development is compared with 
the measured results from the L2A cascade in Fig. 10.  Note 
that <u2> is for the streamwise direction, <v2> is for the wall-
normal, or y-direction, and <w2> is for the spanwise direction 
(in and out of page for Fig. 9).  Similar to the measurements, 
the predictions indicate highly anisotropic turbulence 
development due to large strain rates.  The predicted spanwise 
fluctuation component, <w2>, is clearly dominant, similar to 
experiment.  The predicted turbulent kinetic energy increases 
approaching the wall, but remains near unity until y/Lin < 0.1.  
The measured <v2> component decays more rapidly 
approaching the wall than the predicted values for plane strain, 
indicating that the wall damping effect is more significant than 
rapid distortion theory suggests.  The predicted streamwise 
component, <u2>, is consistently less than the measured values.     

 

   
Figure 10.  Comparison of L2A midspan turbulence 
development at 0.5Cax with plane strain rapid distortion.  Re = 
100k for experimental results.  (δ1/δ2 = 2.0 and 2δ2/Lin = 1.0 for 
plane strain results of Goldstein and Durbin [35]) 
 

The results presented in Fig. 10 indicate that rapid 
distortion theory can capture the physical processes that 
redistribute the fluctuation energy.  The magnitudes however, 
were clearly different.  This result is not surprising considering 
that the rapid distortion predictions were based on a plane strain 
contraction.  This flow is considerably different than the LPT 
airfoils.  Furthermore, measurements could not be made any 
closer to the wall in the present study, due to concerns of probe 
interference with the flow and probe damage.  Measurements 
are needed close to the wall, along with rapid distortion 

predictions for an equivalent flow to make a complete 
assessment of rapid distortion theory for this application.  The 
idea is to find a tool to study turbulence development with less 
computational overhead than LES and DNS.  These insights 
can be used to modify eddy-viscosity models to improve low 
Reynolds number performance.      
 
CONCLUSIONS 

The Reynolds lapse behavior for linear cascades of L2A 
and L2F airfoils was investigated experimentally and 
computationally.  Experiments were conducted over a Reynolds 
number range of 20,000 < Re < 100,000 with an inlet 
turbulence intensity of 3.1% and a streamwise integral scale of 
39.2 mm.  The front-loaded L2F airfoil experienced only 
modest loss increases with decreasing Reynolds number, 
attributed mainly to a weak adverse pressure gradient on the 
suction surface.  This airfoil did not stall.  The aft-loaded L2A 
airfoil however, stalled catastrophically for Re < 40,000 as a 
result of a strong adverse pressure gradient on the suction 
surface.   

Reynolds lapse predictions obtained using AFRL‟s TDAAS 
system, which included Praisner and Clark‟s [12] separated 
flow transition model, agreed well with experiments for both 
airfoils.  Predictions using Fluent‟s implementation of the k-kl-
ω model [15, 16] however, were overly conservative, predicting 
stall prematurely for both airfoils, which was not observed 
during the experiments.  For the L2A airfoil, the Fluent 
calculations predicted stall at nearly twice the experimental 
stall Reynolds number.  The k-kl-ω model‟s stall behavior is 
likely attributed to a failure in the eddy-viscosity hypothesis to 
fully resolve the anisotropic turbulence effects caused by high 
strain rates and turning.  Specifically, a non-zero <uw> 
Reynolds shear stress component was found in the experiment, 
which may act as an instability mechanism.  The eddy viscosity 
hypothesis assigns <uw> = 0 by definition for a 2D flow.   
Because the transition model in TDAAS was empirically 
derived from similar flows, the freestream turbulence effects 
were captured implicitly, leading to improved results.   

As a consequence of high strain rates near the suction 
surface of LPT airfoils, rapid distortion theory may provide a 
computationally less expensive tool compared to DNS and LES 
to gain insight into the freestream turbulence field that interacts 
with the developing boundary layer.  The information gained 
can be used to apply corrections to low Reynolds number eddy 
viscosity transition models.  The results in this paper indicate 
that the technique is promising, but more research is needed to 
confirm its utility.   

NOMENCLATURE 
B separation bubble length 
Cax axial chord 
Cp pressure coefficient,   2

inins,sp U/0.5ρPPC   
d distance over which a rapid distortion occurs 
H blade span 
k turbulent kinetic energy, k = 0.5(<u2> + <v2> + <w2>) 
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kl laminar kinetic energy 
M Mach number 
l arbitrary turbulent scale 
L turbulence integral scale 
p fluctuating static pressure 
P blade pitch 
Ps static pressure 
Pt total pressure 
RANS Reynolds-averaged Navier-Stokes 
Re Reynolds number based on inlet velocity and axial 

chord 
Rxx autocorrelation function 
SS suction surface 
t time variable 
TD time duration for a rapid distortion  

Tu turbulence intensity, %100U/u2    
U(t) instantaneous velocity 

U  mean velocity 

u(t) velocity fluctuation, UU(t)u(t)   
<u2> x-direction mean square fluctuation  
<v2> y-direction mean square fluctuation 
<w2> z-direction mean square fluctuation  
x axial direction coordinate 
y pitchwise direction coordinate 
Y total pressure loss coefficient, 

2
inU/0.5ρPPY

int,t





   

Zw Zweifel loading coefficient,  

  exinex
2

ax
w tanαtanααcos

C
P2Z 










  

Greek 
α cascade gas angle 
δ1, δ2 contraction heights 
ε turbulence dissipation rate 
θ momentum thickness 
ρ density 
τ turbulence integral time scale 
υ kinematic viscosity 
ω turbulence specific dissipation 
 
Subscripts 
ex exit location 
i,j,k Cartesian indices, can be 1, 2, or 3 
in inlet location 
loc local location  
sep separation location 
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