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ABSTRACT NOMENCLATURE
Automated CFD-based optimization procedures have be- Diax maximum thickness [-]
come an essential part of modern aerodynamic compressor de- N time steps per period [-]
sign. Although time-accurate CFD provides a higher physical T time per period [s]
accuracy, due to limited resources still mainly steady state CFD IL;,; total pressure ratio [-]
is used. With a constantly growing computing power the question Bi leading edge angle [°]
arises, whether it is worth it increasing the computing effort per B trailing edge angle [°]
evaluation using more accurate CFD codes, in order to improve Bs stagger angle [°]
the optimization results. m mass flow rate [kg/s]
This work investigates how the results of an automated aero- Nis isentropic efficiency [-]
dynamic compressor optimization depend on the simulation pro- Ug deterministic pseudo-viscosity [Pa - s]
cedure used to calculate the flow solutions during the optimiza- T stress tensor [N/m?]
tion. Two configurations of a counter-rotating fan stage with Ma,, axial Mach-number [-]
different axial inter-blade spacing have been optimised using a c chord [m]
Q3D approach for the midspan airfoil sections. The configura- f fitness function
tions were chosen, as to represent the two possibilities of low and n time step [-]
high unsteady flow interaction between the blade rows. In each TLE leading edge radius [m]
case two automated optimizations have been performed. One t time [s]
based on a steady simulation procedure (RANS), the other on a XDmax position of maximum thickness [-]
time-accurate (URANS). In addition, the configuration with low CFD computational fluid dynamics
axial spacing has been optimized using a RANS procedure with DLR German Aerospace Center
a determinsitic stress model (RANS-DS). DOE design of experiment
A dependency of the optimization results on the CFD method DS deterministic stress
used has been observed for cases showing high unsteady interac- DSO “DS optimization” - based on RANS-DS code
tion between the blade rows. The best optimization results were LE leading edge
obtained using a time-accurate URANS CFD-solver. A compari- (0) operating point
son between RANS and RANS-DS showed an advantage of using PID proportional—integral-derivative
RANS-DS. Q3D quasi 3D

R1,R2 rotor one, rotor two

*Address all correspondence to this author.
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RANS Reynolds Averaged Navier-Stokes
RANS-DS RANS solver including DS model

SS steady state
SSO “steady state optimization” - based on RANS code
TE trailing edge

URANS unsteady Reynolds Averaged Navier-Stokes
UsS unsteady
USoO “unsteady optimization” - based on URANS code

INTRODUCTION

The application of optimization methods has become a stan-
dard approach in the aerodynamic design of turbomachinery
components. Typically the design tools, including the CFD
solver, are arranged in a process chain and coupled with op-
timization algorithms. The optimization algorithms predict
promising new designs (referred to as “members” or “individ-
uals”) which are then evaluated by executing the process chain.
Depending especially on the grid size and CFD solver incorpo-
rated, the process chain run time of an evaluation can be signifi-
cant. The number of possible evaluations during an optimization
is therefore often limited by the available computing resources.
The designer is then faced with the question on how to use the
computing resources in the most efficient way, in order to ob-
tain the best possible optimization results. This consideration
involves many aspects, such as the parameterisation of the prob-
lem, the computational grid, the type of CFD solver used and
solver settings. The decision is always a trade-off between the
accuracy of the mathematical problem description and evalua-
tion on the one hand and the achievable state of convergence of
the optimization, mainly affected by the number of possible eval-
uations, on the other.

With a continuously growing computing power and more so-
phisticated optimization procedures available, the use of time-
accurate CFD methods in the framework of optimizations, in-
stead of steady state methods only, is no longer beyond the
means. Consequently, when setting up an optimization, the ques-
tion whether steady state or unsteady CFD (such as RANS and
URANS) is used for the evaluation of new geometries is one
that has to be asked. However, under the premiss of a limited
amount of computing power available the additional computing
cost required for time-accurate evaluations will result in a re-
duced number of evaluations possible for the optimization. As
the difference in computing cost can be up to one magnitude,
the general practice is to use steady state CFD during the op-
timization process and to verify the optimization results using
time-accurate CFD. This practice often shows that the improve-
ments in fitness function value predicted by the steady state CFD
methods are only partially obtained by unsteady CFD calcula-
tions (see e.g. [1]). This underlines the question whether bet-
ter optimization results can be obtained using more sophisticated

CFD methods during an optimization, such as URANS instead
of RANS.

Comparing different CFD methods during an optimization,
this study investigates how the results of an optimization depend
on the CFD method used. Three different CFD methods provid-
ing a different physical accuracy at different computational costs
are compared: URANS, RANS and RANS with a deterministic
stress (DS) model (RANS-DS). The main part of the study will
focus on the comparison of steady state with time accurate CFD
(RANS/URANS). In addition to that a RANS-DS method is in-
vestigated. In terms of computational power needed, RANS is
the cheapest method and therefore, as already mentioned, com-
monly used in optimizations. URANS on the other hand is com-
putationally expensive but provides a higher physical accuracy,
as no steady state assumption is made. RANS-DS methods have
been developed to provide a higher physical accuracy compared
to RANS methods by modelling the effect of unsteadiness on the
time averaged solution, at only slightly higher computing costs.

All optimizations are based on one of two configurations of
the same test case and on the same optimization setup. The test
case is presented in the first section of the paper, followed by
an explanation of the optimization procedure and the tools used.
This includes notes on the automated convergence control used
for time-accurate CFD simulations, as well as a brief overview
on the deterministic stress approach. Thereafter comparisons of
the optimizations based on the different CFD methods are pre-
sented. In order to compare Pareto front members of optimiza-
tions based on different CFD methods these members have been
recalculated using the respective other method. A complete out-
line of the study is shown in figure 1. At first the comparison of
RANS and URANS based optimizations for configuration one,
with high axial spacing is discussed. Then the results of identi-
cal optimizations but for configuration two are discussed. Finally
results of an optimization based on RANS-DS for configuration
two are compared to the previous results for the same configura-
tion.

TEST CASE AND NUMERICAL SETUP

As test case for this study, a counter rotating fan configura-
tion has been selected. Key stage design parameters are listed in
table 1. To limit the computational resources needed for the study
a Q3D-CFD approach for the mid span section of the blades has
been used. For the same reason only one operating point has
been taken into account for the optimizations.

Two configurations, differing in the the axial spacing be-
tween the two rotors, were investigated. The first configuration
has a high axial spacing of approximately 2 rotor one axial chord
lengths, whereas for the second configuration the axial spacing
was reduced by approximately 85% resulting in an axial spacing
of approximately 0.3 rotor one axial chord lengths, as shown in
figure 2.
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FIGURE 2. COMPARISON OF CONFIGURATION 1 AND 2.

TABLE 1. STAGE DESIGN PARAMETERS

Design parameter Value
R1 rotational speed u; (at LE) [m/s] -153

R1 blade count [-] 12
R1 space to chord ratio (¢/c)g; [-] 1.2
R2 rotational speed u, (at LE) [m/s] 117
R2 blade count [-] 8
R2 space to chord ratio (¢/c)g; [-] 2.0
Stage total pressure ratio I1;, [-] 1.3

The grid used for the computations consisted of approxi-
mately 80000 cells in two radial layers for both configurations
(equally good spatial discretization). The grid size is a compro-
mise between grid sensitivity and performance, whereby the grid
sensitivity has been checked to be low enough not to distort the
results of the study. The stream tube with a non-constant height
of 4 = f(x) has been obtained as a result of a preliminary mean
line study and was not changed during the optimizations. A wall-
function approach for the calculation of the boundary layer was
used, with dimensionless wall distances of y* ~ 50 on the blade

Stokes solver TRACE, which is being developed specifically for
turbomachinery flows at the DLR Institute of Propulsion Tech-
nology. Details on TRACE can be found in Ashcroft [2] and
Becker [3].

A general sketch of the airfoil parametrisation is given in
figure 4. Not all airfoil parameters were selected as free pa-
rameters for the optimization but only important, dominant ones
(highlighted in green in figure 4). The allowed range for the pa-
rameters was chosen to be high, in order not to introduce any
limitations due to a too restrictive parameter range. The air-
foil optimization parameters and the range of allowed values are
shown in table 2. In addition to these parameters four B-spline
parameters for the suction side definition as well as an additional
leading edge parameter were free to be optimised for each rotor.
The pressure surfaces were defined using a thickness distribu-
tion. Other parameters were held constant, such as trailing edge
radius and axial chord length.

In overall twelve parameters for each rotor were allowed to
be modified during the optimization resulting in a total of 24 free
parameters.

OPTIMISATION PROCEDURE

The optimizations have been performed using DLR’s opti-
mization tool AutoOpti. AutoOpti is an automated optimization
tool based on an evolutionary algorithm, coupled with response
surface technologies such as Kriging and artificial neural net-
works. It is capable of multi-objective optimizations. Details
regarding AutoOpti can be found in VoB3 [4] and Siller [5]. Au-
toOpti allows to specify arbitrary process chains which will be
sequentially processed for each member during the optimization.
The process chain used for the optimizations consists of the fol-
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FIGURE 3. COMPUTATIONAL GRID.

TABLE 2. MAIN OPTIMISATION PARAMETERS

Parameter Min  Max
R1 stagger angle [°] Bsri 105 125
R1 LE angle [°] Bir1 115 130
R1 TE angle [°] Bari 85 100
R1 rel. LE radius [-] rLER1/CRI 0.003 0.008
R1 rel. max. thickness [-]  Dmax.r1/CRI 0.04 0.08
R1 rel. pos. max. thick. [-]  Xpmax.R1/CRI 04 075
R2 stagger angle [°] Bsr2 115 135
R2 LE angle [°] Bir2 120 138
R2 TE angle [°] B2r2 94 114
R2 rel. LE radius [-] FLER2/CR2 0.003  0.006
R2 rel. max. thickness [-]  Dpax r2/CR2 0.03 0.05
R2 rel. pos. max. thick. [-]  Xpmax.r2/CR2 0.4 0.7

lowing successive steps:

1. Geometry generation of rotor one and rotor two

2. Grid generation

3. CFD simulation with automatic convergence control
4. Calculation of fitness function values

The operating point for the optimizations is a cruise design point,
defined by the following properties:

Total pressure at inlet p; ;;, = 35500Pa
Total temperature at inlet 7; ;,, = 245.5K
Total pressure ratio I1;,, = 1.3

airfoil area

A:A[rom+Aback ’/’,/”/ EZ\/\\/\

profile thickness

Dmax
suction side rel. length
FIGURE 4. AIRFOIL PARAMETERIZATION.

The total pressure ratio is the result of a preliminary design
study which has been conducted prior to the optimizations and
is not part of the present study. By means of the preliminary
study the optimal stage pressure ratio as well as an optimal total
mass flow through the stage have been identified and used as
boundary conditions for the optimization setup. In general, the
overall aim of an optimimzation with a setup similar to the one
presented here, would be to find a good trade-off between fan
size and efficiency. Therefore two fitness functions were defined,
aiming at maximising the isentropic efficiency and the mass flow
rate of the configuration at the defined operating point:

S1=Mis (1
f=m 2

As the stream tube which has been used for the optimizations is
constant for all members, a member achieving a high mass flow
rate also has a high flow density. For a given total mass flow rate
through the fan, a member with a higher mass flow rate through
the stream tube considered during the optimization would result
in a fan with a smaller fan diameter. Hence, the second fitness
function is a measure to reduce the fan diameter.

To keep the total pressure ratio of I1,,, = 1.3 constant for all
members during the optimizations a PID controller has been used
for the TRACE simulations. The PID controller is coupled with
the CFD solver in an in-line fashion and is adjusting the static
pressure at the outlet boundary during the CFD simulations, so
that the desired pressure ratio is achieved. During convergence
the pressure adjustment reaches a constant value. The PID con-
troller has no influence on the results obtained.

The swirl at the exit of rotor 2 has been restricted by means
of restricting the outlet flow angle of rotor 2 to vary within § =
0° £5° only. Members which did not comply with the restriction
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FIGURE 5. PERIODIC DIFFERENCE. Plot of the density residual
over the time steps of the actual quantity and shifted by one period 7'.

were penalized during the optimization. This was necessary, as
the efficiency is calculated based on mixed-out flow properties
at the boundaries and does not account for additional losses by
swirl left in the flow. An outlet flow angle of B = 5° leads to a
drop in efficiency of approximately 1%.

Convergence control for optimizations based on un-
steady CFD

In order to perform an optimization based on unsteady CFD
the convergence control tool of AutoOpti had to be extended. As
unsteady simulations have periodically changing output values,
not the instantaneous value at a current time step is used to de-
termine the state of convergence, but instead the values over one
period are evaluated. The length of the period used for evalua-
tion is defined by the blade passing frequency which is expected
to be equal to the frequency of the most significant unsteady fluc-
tuations. An overview of the topic of convergence prediction in
periodic-unsteady flow fields is given in Clark [6].

For the present study a simple criterion based on the compar-
ison of two consecutive periods has been established, integrating
the absolute value of the difference of the two periods:

= [ b@=y-T)ar ®
=T

Or, for discrete time steps, as a sum over the differences (as

AU
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FIGURE 6. PERIODIC DIFFERENCE AND MOVING AVERAGE.

shown in figure 5):

n

A=Y

[=n—N+1

[y = yi-n| 4)

Where n are the time steps and N the time steps per period, which
are known as they are an input value for the solver settings. For
the current study a value of N=128 time steps per period with 20
sub iterations has been used.

Figure 6 shows exemplarily a comparison of the moving av-
erage (average value over the interval [n — N + 1;n] at each time
step n) and the periodic difference A, of an unsteady simulation
for the density residual. Using the periodic difference allows a
much more accurate automated prediction of the state of conver-
gence.

The automated convergence control tool checks for defined
quantities, such as residual and mass flow rate, if the value of
the quantity or, in the case of unsteady simulations, the periodic
difference of the value fulfils certain criteria. Criteria applica-
ble are a maximum or minimum value and an allowed degree of
variation of the value. The chosen criteria must hold over a de-
fined number of time steps before the simulation is regarded as
converged.

Deterministic stress approach
Modelling deterministic stresses is an approach to combine
the advantages of steady state and time-accurate simulation pro-
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cedures, namely low computational cost and high physical accu-
racy. The deterministic stresses reproduce the effect of unsteadi-
ness on the time-averaged solution and therefore improve the so-
lution of the steady flow field without the need of a time-accurate
computation.

The employed methodology is based on the average-passage
equation system established by Adamczyk [7]. The key idea of
the present approach is to correlate the additional deterministic
stress terms Tl-dje’ with the local strain rate:

— du; Ju;
j i

This approach is analogous to Boussinesq’s approximation but
leaving out the pressure term. In order to model the deterministic
stresses, one additional transport equation needs to be solved.
More details are given in Stollenwerk [8].

OPTIMIZATION RESULTS

Firstly the results of the optimizations for configuration one
(high axial spacing) are presented to demonstrate the validity and
appropriate implementation of the tools for unsteady optimiza-
tion and convergence control. Thereafter, the results of the op-
timizations of configuration two are presented to analyse under
what circumstances steady state and unsteady CFD methods can
yield different results when applied in the framework of opti-
mizations. Finally, the results of a optimization incorporating a
deterministic stresses approach are discussed.

Validation of the process chain for optimizations based
on unsteady CFD

The first configuration with high axial spacing was used to
validate the process chain and optimization tools for unsteady
optimizations. Due to the high axial spacing the unsteady inter-
action of the flow past the two rotors is low. Therefore it was
expected to get the same results independent of the type of CFD
method used, steady state or unsteady. Two optimizations were
conducted. One based on steady state, the other on unsteady
CFD, referred to in the following as “steady state optimization”
(SSO) and “unsteady optimization” (USO), respectively. Prior
to the optimizations a design of experiments (DOE) was carried
out to provide a set of 500 members that cover the whole design
space. These members were used as starting members for both
optimizations, in order to have equal starting conditions.

The Pareto fronts of the two optimizations are shown in fig-
ure 7. The unsteady optimization was stopped at a slightly earlier
stage of convergence which explains the not so smooth Pareto
front. Despite this it can be concluded that both optimizations
yield the same results. To underline this statement the Pareto
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FIGURE 7. CONFIGURATION 1 PARETO FRONTS OF STEADY
AND UNSTEADY OPTIMIZATION AND RECALCULATIONS.

front members of the steady optimization have been recalculated
using unsteady CFD (see figure 7) and vice versa. The two results
(using steady and unsteady CFD) of each member showed only
minor offsets with slightly better results using steady CFD. It can
be reasoned that for this configuration with high axial spacing the
optimization result is independent of the CFD method used. This
can be seen as a validation of the unsteady optimization tools,
including the convergence control tool for unsteady CFD. Fur-
thermore it can be concluded that for cases where a low unsteady
interaction between the blade rows for all possible members free
to be generated during the optimization can be expected, a steady
state optimization is sufficient.

Differences between optimizations based on steady
and unsteady CFD for significant unsteady interaction

For the second configuration, again two optimizations
(steady state and unsteady) have been conducted under equal
conditions and with the same starting members obtained by the
DOE. The resulting Pareto fronts (see figure 8) show a more dis-
tinct difference than the ones obtained with configuration one.
The steady state optimization predicts better results than the un-
steady optimization.

When recalculating the Pareto front members with the other
method, i.e. recalculating the steady optimization Pareto front
members using unsteady CFD and the unsteady optimization
Pareto front members using steady CFD, the results do not match
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over the whole Pareto front, as they do for configuration one.

Instead, the Pareto front can be divided into two parts. Only
for mass flow rates of approximately m < 2.9]% (Magy < 0.6)
the steady Pareto front can be converted into the unsteady Pareto
front when recalculating the Pareto front members using URANS
and the other way round.

Consequently for this part of the Pareto front the optimiza-
tion result is more or less independent of the CFD method, al-
though the absolute values of the fitness functions differ depend-
ing on the CFD method used. But for the part of the Pareto
front that is, in terms of optimization goals, the most important,
namely the part showing high values of both fitness functions,
the optimization results clearly depend on the CFD method used.

Presuming an unsteady CFD simulation provides results
with higher accuracy compared to a steady simulation, the qual-
ity of both optimizations can be compared when recalculating the
steady optimization results using unsteady CFD. The comparison
of these recalculated members with the Pareto front members of
the unsteady optimization shows that using unsteady CFD dur-
ing the optimization, in this case, yields better results in terms of
fitness function values (see figure 8).

A significant disagreement between the predicted fitness
function values of the steady optimized members and the un-
steady recalculated members can be observed. Furthermore the
disagreement varies depending on the member. On the other
hand the comparison of the unsteady optimization Pareto front
members with the results of a recalculation of the same members
using steady CFD shows a much lower difference in fitness value
prediction.

Optimising based on a solver using a deterministic
stresses approach

Modelling deterministic stresses aims at reproducing the ef-
fects of unsteady flow phenomena on the time averaged solution.
Using a CFD solver that incorporates such a model in the frame-
work of optimizations promises to produce results that do not
suffer from such high inaccuracy in the prediction of the fitness
values as has been observed using a steady CFD solver. An op-
timization has been performed for configuration two based on a
RANS solver that includes a model for the deterministic stresses
(referred to in the following as “DS optimization™). All other
settings were identical to the prior optimizations with the excep-
tion that for this optimization the fitness functions have been re-
stricted to values of m > 3 and n;; > 0.89 to focus on the area
of the Pareto front which showed the largest differences between
the results of the optimization based on the steady CFD solver
and the time-accurate recalculations. The resulting Pareto front
is shown in figure 9. The Pareto front members of the DS opti-
mization have been recalculated using a time-accurate solver, as
was done for the prior optimizations. Comparing the unsteady
recalculations of the Pareto front members of the DS optimiza-
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FIGURE 8. CONFIGURATION 2 PARETO FRONTS OF STEADY
AND UNSTEADY OPTIMIZATION AND RECALCULATIONS.

tion and the steady optimization as well as the Pareto front mem-
bers of the unsteady optimization shows the performance of the
DS model. Although the results of the unsteady optimization are
still not reached in terms of fitness function, an overall improve-
ment compared to the SSO can be observed. Hence, compared
to the SSO a DS optimization shows better results with the same
computing power needed.

Computational cost of the optimizations

For the sake of completeness some comments are given on
the computational cost of the different optimizations. For this
study all optimizations were left to reach a good state of conver-
gence, as the best possible solutions of the optimizations should
be compared. The state of convergence can be judged by the im-
provement of the Pareto front over the number of evaluations. As
a URANS simulation needs around ten times the computing cost
of a RANS or RANS-DS simulation, the USOs were stopped,
as soon as the tendency became clear, whereas the SSOs and
DSO were left running for some more time. Nevertheless it has
been made sure that even the USO reached a state of convergence
where no additional significant improvement can be expected.
The main difference are the smoother Pareto fronts of the SSOs
and DSO. This also reflects, up to a certain degree, the typical
situation where the computational resources are limited and can
either be used to compute a large number of low fidelity mem-
bers or low number of high fidelity members. In total the SSOs
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both reached approximately 10000 converged members, whereas
the USOs reached around 2500 converged members. The DSO
reached 3000 converged members. In average 20% of the mem-
bers did not complete the process chain successfully.

AERODYNAMIC ANALYSIS

The results that have been obtained by the different opti-
mizations show how using a steady CFD method within an opti-
mization can yield in fitness function predictions that can not be
met when recalculating the same members using a time-accurate
solver.

In order to understand the cause for the difference in the re-
sults of the steady and unsteady optimizations of configuration
two, two members have been analysed in detail. The first mem-
ber, referred to as SSO-A, is a member of the Pareto front of the
SSO. It shows a clear difference regarding the two fitness func-
tion between its steady solution and an unsteady recalculation.
The second member, referred to as USO-A, is a member of the
Pareto front of the USO and does show only a slight difference
between its unsteady and steady solution. The fitness functions
of the two members obtained by the different CFD methods for
the operating point of the optimization are listed in table 3 and
highlighted in figure 8.

Comparing the steady state solution of member SSO-A
shown in figure 12(a) with the time average of the unsteady so-
lution shown in figure 12(c) a different flow picture can be ob-
served. The solution of the unsteady simulation shows a more

TABLE 3. Fitness function values obtained using steady (SS) and un-
steady (US) CFD of selected members of configuration two, optimised
using steady CFD (SSO) or unsteady CFD (USO).

steady CFD | unsteady CFD difference
Member | fiss  foss | fivs  fous | Ap Ag,
SSO-A 0942 3205 | 0911 3.133 | 0.031 0.072
USO-A | 0932 3.184 | 0930 3.177 | 0.002 0.007

Member SSO-A - steady
——————— Member SSO-A - time averaged
7777777 Member USO-A - steady
——————— Member USO-A - time averaged

35

x [m]

FIGURE 10. PITCHWISE AVERAGED PRESSURE OF MEMBER
SSO-A AND USO-A FOR STEADY AND UNSTEADY CALCULA-
TIONS.

upstream position of the shocks on both rotors. Furthermore
the shocks are sharper. When analysing the circumferentially
averaged value of the pressure along the machine axis it can
be observed that for the unsteady simulation the pressure is ap-
proximately 700Pa higher throughout the machine compared to
the steady solution (see figure 10). As the total pressure ratio
has been kept constant (IT;,; = 1.3) for all the calculations us-
ing a PID controller as described above, it can be concluded, as
expected [9] [10], that the unsteady simulation predicts higher
losses than the steady simulation does. In order to reach the de-
fined total pressure ratio the stage has to be throttled to a higher
back pressure. As a consequence the mass flow rate and the axial
velocity are reduced (see figure 11). Thus the flow angles and
the incidences at the rotors change. These effects result in the
different shock positions and the different flow pattern observed
and hence in the different fitness function values.

When comparing the steady (figure 12(b)) and time aver-
aged (figure 12(d)) flow fields of member USO-A, an equal but
less distinct tendency can be observed between the steady and
unsteady simulation. Again the losses predicted by the unsteady
simulation are slightly higher, but as the member has been op-
timized using unsteady CFD all unsteady effects that result in
higher losses have been taken into account during the optimiza-
tion process and have been minimized. The result is rotor two
operating at an unthrottled state (see figure 11) with a reduced
shock close to the trailing edge. Therefore the upstream effect of

Copyright © 2011 by ASME
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FIGURE 11. SPEEDLINES OF MEMBER SSO-A AND USO-A
FOR STEADY AND UNSTEADY CALCULATIONS.

the shock is much lower compared to that of member SSO-A.

The upstream effect of the shock at rotor two can be seen in
figures 13(a) and 13(b). Plotted is a pressure contour of a quar-
ter perimeter of the machine. A field of locally high pressure
travelling in upstream direction can be observed for both mem-
bers. This field of high pressure is travelling along the pressure
side of rotor one and is also influencing the shock at the suction
side of rotor one. The interference with the shock is stronger for
member SSO-A.

This difference in the flow interaction of the two rotors and
especially the upstream effect of the shock at rotor two that can
be observed for the two members is characterising the two opti-
mizations (SSO/USO) of configuration two.

The USO procedure has taken into account all unsteady ef-
fects and the flow interaction between the rotors for the defined
OP has been minimized. Therefore the difference Ay between the
results of the unsteady and the steady simulation of the unsteady
optimized members is low.

For the SSO the interaction was not reproduced by the CFD
simulation, as the steady simulations during the SSO were done
with a “mixing plane”-interface between the two rotors, which
involves a pitchwise averaging process of the flow. This simplifi-
cation yields to an additional uncertainty in the estimation of the
global performance parameters and thus in the calculation of the
fitness function values. As a result other geometries have been
identified as Pareto-rank one members in the SSO.

CONCLUSION AND OUTLOOK

An investigation has been conducted into the dependency of
optimization results on the CFD method used within the opti-
mization procedure. Two configurations of a Q3D counter rotat-

ing fan configuration with different axial spacing have been opti-
mized, both using steady state and unsteady CFD. In addition, the
configuration with lower axial spacing has been optimized using
a steady state solver with an incorporated deterministic stresses
model.

It has been shown that an increased uncertainty of the steady
state CFD in calculating the global values due to high unsteady
interaction can lead to different optimization results of a SSO
compared to an USO. Whilst for the configuration with high axial
spacing and hence low unsteady interaction no benefit in using an
unsteady method during the optimization could be observed, the
optimizations of the configuration with low axial spacing showed
different results for the optimizations based on steady state and
unsteady CFD. This has resulted in Pareto optimal members of
the SSO that show, when being recalculated with the unsteady
solver, less good results in terms of fitness function values com-
pared to the Pareto optimal members of the USO. The benefit
in using the unsteady solver has been observed for axial Mach-
numbers of Ma,, 2 0.6. Incorporating a deterministic stresses
model, better results compared to the SSO could be obtained but
still not as good as obtained by the USO procedure.

It can be concluded that optimizations based on unsteady
CFD can lead to better results compared to optimizations based
on steady CFD. This is especially the case for configurations and
operating points with high unsteady interaction. For configura-
tions with low unsteady interaction a steady state CFD solver can
be sufficient.

As unsteady CFD is more costly in terms of computational
power, a practicable approach to optimization problems is, to
start with an optimization based on a steady CFD solver and to
use the optimized members of the SSO as starting members of a
subsequent USO.

Future work might focus on developing multi-fidelity op-
timization procedures that combine multiple CFD methods and
minimize the use of costly unsteady CFD.
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FIGURE 12. Pressure contour plots of member SSO-A and USO-A
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FIGURE 13. Snapshot of Pressure Contour Plots of URANS calculation
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