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ABSTRACT

In this paper the unsteady flow field of a highly loaded tur-
bine rotor blade at different transonic Mach numbers by means
of Particle Image Velocimetry (PIV) is investigated. The exper-
iments are performed using the linear cascade wind tunnel at
DLR Gottingen at isentropic exit Mach numbers 0.7, 0.9, and
1.1. The process of vortex shedding at the trailing edge of the
blade and its proceeding downstream in the wake area is ana-
lyzed using a wavelet based vortex identification algorithm. The
wavelet algorithm automatically detects vortices and extracts
e.g. their position, their vorticity, and their convection velocity.
This procedure enables a statistical analysis on the basis of nu-
merous PIV recordings. The vortex production, the downstream
transport and the vortex decay are observed successfully. The
Strouhal number and the shedding frequency are directly derived
from the vortex position and confirm previous investigations. The
PIV combined with a wavelet based analysis constitutes a re-
markable insight to time dependent flow structures.
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NOMENCLATURE
c chord lenght of the cascade [mm]
drg diameter of trailing edge [mm]

spatial distance between two vortices [mm]
shedding frequency [kHz]
pressure [N /m?]
downstream velocity [m/s]
heat capacity ratio
a Mach number
Ma, ;; isentropic exit Mach number
RMS  root mean square
St Strouhal number

ARSI SU

INTRODUCTION

Unsteady flows in turbomachinery are evoked by the inter-
play of rotors and stators and their wakes. The downstream trans-
port of turbulent wake structures and the influence on boundary
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layer transitions, on heat transfer, and on shocks was the focus
of many studies [1-3]. However, experimental investigations on
unsteady flows in turbomachinery remain a difficult task: a re-
view by Cicatelli and Sieverding [4] reveals that often the spa-
tial resolution of blades is limited due to small trailing edges.
Furthermore, time-dependent wake turbulences along with lo-
cal pressure and temperature variations result in a complex flow.
While the limitation in resolution can be overcome by choosing
large scaled blades, the latter needs to be carefully analyzed in
the frequency domain to detect the different time scales. Modern
measurement techniques, such as the Particle Image Velocimetry
(PIV), offer the possibility to resolve the frequency spectrum of
these turbulent, time-dependent structures [5, 6].

Using these methods, scientists often face a huge amount
of data, which implies difficulties in handling or even a man-
ual evaluation of the flow field. Effective ways of analyzing
these flow fields are the use of transformation and decomposi-
tion methods, which filter the desired quantities. For instance,
temporal Fourier Analysis can provide information about dom-
inant frequencies, but gives no information about spatial occur-
rence of the extracted features. To overcome this limitation, the
wavelet analysis automatically extracts the properties of vortices,
such as size, vorticity and convection velocity. This method was
already applied to several vortex dominated flows: in the case
of flow control on a NACAO0O15 hydrofoil, the wavelet analy-
sis helped to understand the individual vortex interaction above
the suction side. By this, it enabled the optimization of the flow
control parameter [7]. Furthermore, the algorithm was success-
fully used to investigate the flow generation process on a vibrat-
ing cantilever [8].

The present paper demonstrates the feasibility of the wavelet
analysis to study typical turbomachinery flows and in particular
to characterize the vortex structures. PIV frames are recorded at
the trailing edge of a highly loaded turbine blade at sub-, trans-,
and supersonic flow domains. The largest, visible turbulent struc-
tures appear in the von Karman vortex street, carrying most of the
turbulent kinetic energy in the wake. The vortex position will be
used for the analysis of the shedding frequency and the Strouhal
number. For both values it will be shown that the wavelet anal-
ysis is an extremely efficient and precise tool. Furthermore, the
vortex lifecycle, starting from the vortex production to dissipa-
tion, is recorded and investigated. The results contribute to a
better determination of unsteady wake characteristics.

EXPERIMENTAL SETUP
Test Facility and Cascade Geometry

A schematic view of the wind tunnel for linear cascades
(EGG) at DLR in Géttingen is given in Figure 1. The EGG is a
blow-down facility with atmospheric inlet. The ambient air first
enters a silica-gel dryer, subsequently passes two screens and a
honeycomb flow straightener. After a contraction the flow enters
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FIGURE 1. THE LINEAR CASCADE WINDTUNNEL (EGG)
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FIGURE 2. CASCADE GEOMETRY AND NOTATIONS

the cascade. Downstream of the test section the flow passes an
adjustable diffuser and a fast opening valve. Finally, it enters a
large vacuum vessel (10,000 m? capacity), which is evacuated by
a set of pumps. The mass flow through the wind tunnel and hence
the back pressure of the cascade is controlled by an appropriate
setting of a choking diffuser. The pressure ratio of the static back
pressure p, and the total pressure of the ambient air pg is used to
calculate an isentropic exit Mach number Ma; ;s, which is the rig
parameter to set the flow conditions in the test section.

1-k
(’”) ) —1] , (1)
Po

with the heat capacity ratio k. Due to constant (atmospheric)
inlet conditions the Reynolds number cannot be varied indepen-
dently, but is a function of the isentropic exit Mach number.

In the test section the cascade is mounted between two circu-
lar disks establishing the side walls of the flow channel. In order
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FIGURE 3. TEST SECTION WITH INTEGRATED PIV SETUP

to set a defined inlet angle the disks are rotatable. More details on
this cascade wind tunnel can be found on the DLR webpage [9].

The cascade geometry is shown in Figure 2. This high pres-
sure turbine airfoil with a relatively thick trailing edge denoted
by drg is in particular designed for supersonic exit flow condi-
tions and was extensively investigated at DLR [10, 11].

Particle Image Velocimetry (PIV)

Particle Image Velocimetry is applied following the rules
given by Raffel et al. [12] to provide high quality data. The test
section and the PIV setup is sketched in Figure 3. A planar PIV
system manufactured by Lavision GmbH is used. It consists of
a CCD camera, two seeding generators, a laser and light-sheed
optics. A two-cavity Nd:YAG laser by New Wave generates two
pulses with a diameter of 1 mm and a power of 120mJ at a wave-
length of 532nm. The laser beams are guided by an optical arm
and shaped into a light sheet of about 1mm thickness. The light
sheet is then directed to the trailing edge of the turbine blade at
midspan position. The axis of the camera (Flowmaster, PCO)
is arranged perpendicular to the illuminated plane at a distance
of about one meter. The camera is equipped with a NIKKOR
180/2.8 objective, the aperture 5.6 opened. The image sensor
of the camera consists of a 1,280 x 1,024 px> CCD-chip. This
results in a spatial resolution of 0.045mm/px while the particle
size is of about 2 px. Camera calibration is done with a target
consisting of a known pattern.

The flow is seeded with tracer particles illuminated through
the light-sheet. The particles (DEHS) are generated by two seed-
ing ports with a total number of 90 Laskin nozzles operated at

0.5bar over-pressure. The seeding material of about 1um is
distributed homogeneously with a turbulence grid in the settling
chamber, approximately four meters upstream of the test section.
It is assumed that the injected massflow and the occurring turbu-
lence from the grid has no influence on the test section.

The two succeeding laser pulses illuminate the seeded flow.
Due to an appropriately chosen interval time for each exit veloc-
ity the mean displacement results in about 12 px. In this manner,
200 PIV frames are recorded for each May ;.

Evaluation of PIV

In order to enhance the quality of the raw pictures a slid-
ing average of the background is subtracted. PIVview 3.0 from
PivTec GmbH [13] is used to calculate the vector maps with a
24 x 24 px* interrogation window size and 50% overlap. A mul-
tiple pass, multi-grid interrogation process with a window de-
formation algorithm is used for the calculation of the correla-
tion [14, 15]. In addition, a three-point Gaussian peak fit is ap-
plied for sub-pixel resolution.

Each individual vector is validated by neglecting vectors
with a predicted displacement higher than a given upper bound
of 18 px, and by a minimum correlation of 20%. Furthermore,
the vector is compared to its eight surrounding neighbors by first
a normalized median test [16] and second by a vector differ-
ence test. Suspicious vectors are replaced by re-evaluating with
a larger sample size from the previous multigrid iteration, by try-
ing lower order peaks and at last by interpolation. Using this
protocol, an average of about 97% of all calculated vectors are
classified to be valid, which finally yields 79 x 63 sized vector
maps.

A central difference scheme is applied to calculate the veloc-
ity derivatives. The central difference method is known to reduce
the effect of random errors due to slightly smoothing the vorticity
distributions [12].

Error Analysis of PIV

The assessment of the uncertainty in PIV data is a difficult
task when dealing with unsteady flows. Fluctuations in the cal-
culated velocity components are composed of the unsteady flow
behavior and the error of the velocity estimation. The latter is
due to the evaluation algorithm and the particle’s inertia. Both
errors are assumed to reach a maximum at Ma ;; = 1.1 and are
discussed in the following.

In the current study, a multi-pass multi grid window shift-
ing method is applied to evaluate the experimental images. The
peak in the correlation plane is determined with sub-pixel accu-
racy by a three-point Gaussian peak fit. Typically, more than
10 particles with a mean diameter of 2 px are found in each inter-
rogation window. The uncertainty of the applied methods under
these conditions is below 0.06 px [12]. Considering the maxi-
mum time delay of Ar = 1 s, this results in an uncertainty of the
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FIGURE 4. RMS VALUE OF THE VELOCITY MAGNITUDE
CALCULATED FROM 200PIV MAPS. THE VORTEX STREETS
AND THE TRAILING EDGE SHOCKS CONTRIBUTE TO HIGH
FLUCATIONS DUE TO THEIR UNSTEADY FLOW BEHAVIOR

velocity of 2.7m/s or about 0.7% of the velocity at Ma, ;s = 1.1.

In Figure 4 the RMS value of the velocity magnitude from
200 PIV recordings is illustrated. In the area between the two
vortex streets the flow is nearly steady. The RMS value remains
at a low level (RMS < 0.03). It is assumed that only the error
of the velocity estimation contributes to the fluctuations. Thus,
the overall uncertainty of the velocity magnitude amounts about
6m/s, which is in good agreement with the estimation given
in [12]. Higher RMS values at the trailing edge, the vortex streets
and the shocks imply the unsteadiness of the flow and are not a
measurement error.

The uncertainty of the velocity contributes to the uncertainty
of the vorticity magnitude since the vorticity field is calculated
from the velocity vector field. A central difference scheme is em-
ployed in order to approximate the first order differentials. The
uncertainty of this method is 0.7 times the error of the velocity
estimation divided by the grid size [12]. Furthermore, the un-
certainty of the vorticity doubles since two derivatives are used.
Using the above error estimation of the velocity, the uncertainty
of the vorticity is of the order 13,0005,

In addition, the spatial resolution of the vortices is pre-
scribed by the given grid size. The observed vortices vary be-
tween 3 x 3 and 7 x 7 of the grid size. The true vorticity mag-

nitude is not recovered by this insufficient spatial resolution.
Therefore, the vorticity magnitude has to be interpreted qualita-
tively. Nevertheless, the vortex position is estimated at a max-
imum error of the grid size and thus the error is lower than
0.54mm. The vortex convection velocity is consequently calcu-
lated from the velocity vector map and is therefore independent
of any vorticity error.

The particles inertia is the main source of uncertainty in the
vicinity of the shock since the particles are not able to follow the
flow instantaneously. Following [12], the time necessary to de-
celerate a 1 um particle over a shock is calculated to be in the
order of 6 tts. The influence on the vorticity magnitude is neg-
ligible since the time difference between two PIV frames is six
times lower. Furthermore, it is recognized that suction side shock
occurs perpendicular to the vortex street 2 (see Figure 4), which
means that all vortices passing through the shock are uniformly
decelerated over the shock.

This error analysis reveals that the velocity estimation and
the determination of the vortex position are of high accuracy.
A precise value of the latter is needed in order to calculate the
Strouhal number accurately. Due to the lack of spatial resolution,
the recovered vorticity magnitude has to be interpreted qualita-
tively.

Wavelet Analysis

The applied wavelet algorithm was originally proposed by
Schram [17], which is based on the enstrophy distribution. In
contrast to this, the present algorithm uses the vorticity of the
flow field. It has been successfully applied to problems in hy-
drodynamic research [7, 8]. The wavelet algorithm uses a two-
dimensional Marr wavelet, also known as Mexican hat, to an-
alyze the vorticity fields determined from the velocity fields. A
spatial Gaussian distribution of the vorticity is often found for the
shed vortices and holds as long as the deformation due to shear
or wall influences is low. This assumption allows the calibration
of the algorithm with the theoretical model of the Lamb-Oseen
vortex [18]. The different vortex characteristics such as spatial
position, vortex size, circulation, trajectories, and averaged con-
vection velocities are extracted.

In order to ensure the reliability of the detected structure to
be a vortex, the absolute value of the wavelet coefficient is cal-
culated from the experimental data. It depends on the size of the
vortex and its vorticity. The ratio between the detected wavelet
coefficient and the theoretical one is calculated with the maxi-
mum vorticity at the center of the structure. In the following, this
criterion was set to have an agreement of at least 85% between
the Lamb-Oseen vortex model and the detected structure.

In order to distinguish between the coherent structures and
the shear layer, the A;-criterion, as proposed by Jeon and Hus-
sain [19] was used. This criterion is based on the second high-
est eigenvalue of the velocity gradient tensor and is widely ac-
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FIGURE 5. SINGLE VORTICITY FIELD WITH STREAMLINES
INDICATING THE MAIN FLOW DIRECTION. BY THE WAVELET
ALGORITHM DECTECTED VORTICES ARE MARKED BY A CIR-
CLE. THE ORIGIN IS LOCATED AT THE TRAILING EDGE OF
BLADE 1 WITH Y DENOTING THE MAIN FLOW DIRECTION.

cepted in fluid dynamic research. If the A;-criterion is met, i.e.,
for A, < 0, a vortex is expected since the rotational part of the ve-
locity gradient tensor is bigger than the one due to deformation.
To determine the best possible choice for the wavelet scales, the
wavelet algorithm computes the size of potential structures in
advance by summing up connected regions of negative A,. It
adjusts the range of scales which are used in the transforma-
tion. By applying this procedure a more precise scale detection
is achieved, which increases the resolution and saves computa-
tional time. For more details on the implementation the inter-
ested reader is referred to [20].

RESULTS AND DISCUSSION
Wavelet Analysis Applied to a Single Vorticity Field

In Figure 5 an instantaneous vorticity field recorded by PIV
is illustrated. The direction of the main flow is indicated by the
drawn streamlines. The two visible vortex streets are denoted
by 1 and 2. In the main flow direction alternating vortices shed
from the pressure and suction side at 180° out of phase. This flow
behavior is confirmed by the Schlieren visualization in Figure 6.

As expected, the vortex intensity declines with increasing
distance to the trailing edge. Nearby the trailing edge of the
blade, suction side vortices appear to be kidney-shaped and differ
significantly from the Lamb-Oseen vortex. A similar behavior is
observed by Woisetschldger [22] and Carscallen [23]. Since only
a few outliers are visible, it can be assumed that the filter param-
eters of the outlier detection are properly set.

FIGURE 6. SCHLIEREN PICTURE OF SUBSONIC FLOW DO-
MAIN AND THE VISIBLE VON KARMAN VORTEX STREET [21]

As discussed in the previous section, the wavelet analysis
stores for each vortex core the position, the size of the vortex
core, the vorticity and the convection velocity. By applying this
wavelet algorithm to the flow fields shown in Figure 5, vortex
structures are now detected automatically. The found vortices are
marked by circles: the center of the latter indicates the position
of the vortex and its diameter corresponds to the vortex core. It
is found that the alternating structure of the vortices is perfectly
detected in the first vortex street. Due to the appropriately chosen
wavelet scale, this is valid not only for the symmetric, but also for
the asymmetric vortices, which do not coincide to the Mexican
hat wavelet. On the second vortex street a lot of the vortical
structures are detected. With increasing distance to the trailing
edge, however, the vortex detection rate declines. The reason is
found from two aspects: First, the rotational energy is transferred
to widely spread smaller substructures and the overall vorticity
decreases. Second, the calibration of the wavelet scale is not
suitable to detect vorticity scales lower than roughly 10,0005~ !,
which is the intensity of the substructures in the vortex street 2.
As additionally to be seen in Figure 5, the extant outliers are
significantly smaller in size than a common vortex and this is
why the outliers are correctly neglected by the wavelet algorithm.

The discussion on the single PIV frame already demon-
strates the usefulness of the wavelet analysis to filter vortices
from instantaneous vector fields. A comprehensive description
of the vortex shedding process requires numerous recordings at
different flow phases and a subsequent ensemble evaluation.

Figure 7 shows the complete ensemble at May ;s = 0.7 of
the 200 PIV recordings. The flow field is divided into three main
areas: these are the two vortex streets corresponding to the num-
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FIGURE 7. DETECTED VORTICES FROM 200 PIV VECTOR
FIELDS AT May ;s = 0.7. THE CIRCLE SIZE CORRESPONDS TO
THE CORE VORTEX DIAMETER AND THE COLORS TO THE
VORTICITY

bers in Figure 5 and 6. The dashed line separates the wake flow
of the neighboring third blade, which is not taken into account
furthermore. A spatial filter is applied as indicated by black lines
enframing the first two wake flows. In this way, all vortices that
do not belong to the wakes 1 and 2 are excluded from the analy-
sis.

Nearby the trailing edge a contraction of the flow can be
seen where the suction and pressure side flow merge. Further
downstream, the wake expands to a point where the suction and
pressure side vortices can be clearly distinguished.

A suitable distance As between two neighboring trailing
edges is chosen and marked by green lines in Figure 7. This en-
ables the continuation of the Karman vortex street from the first
blade to the second assuming periodic flow conditions within the
straight cascade. On the second vortex street the detection den-
sity drops in flow direction due to dissipation. It is recognized
that the pressure side vortices seem to survive longer than vor-
tices from the suction side. A physical reason might be the fact
that boundary layer is usually smaller on the pressure side: this
leads to a thinner shear layer and thus to a higher velocity gradi-
ent between the pressure side boundary layer and the dead water.
Since the shear layer is the driver of the vorticity, the vorticity
magnitude is higher, which leads to a longer lasting vortex street
on the pressure side.

In the following sections the vortex distance derived from
the vortex position, the convection velocity, and the vorticity are
statistically investigated at Ma; ;s = {0.7,0.9,1.1}.
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0.8 r

0.6

normalized counts

= ?5&1 A il 5
e A e
L

20

FIGURE 8. NORMALIZED HISTOGRAM OF THE VORTEX
DISTANCE DISTRIBUTION. THE COLORED CURVES REPRE-
SENT THE SUCTION AND PRESSURE SIDE PART OF VORTEX
STREETS 1 AND 2, THE BLACK LINE GIVES THE SUM

Vortex Shedding Frequency and Strouhal Number de-
rived from the Vortex Distances

Since two neighboring vortices of the same rotational sense
have the same phasing, the vortex shedding frequency f can be
estimated from f = u/D, with u denoting the downstream veloc-
ity derived from Maj ;; while D represents the distance of two
vortices. The vortex distance is calculated between two vortices
of the same rotational sense and originating from the same vor-
tex street. Afterwards, the distance is rounded to integer pixel
values leading to a maximum spatial error of about 0.0223 mm.
This yields four histograms (colored) for each Mach number and
their sum (black). All curves are drawn with an average over 8§ px
in Figure 8.

At Ma, j; = {0.7,0.9} the shape of D from suction and pres-
sure side as well as for each vortex street have their peaks at
about the same position. Therefore, the global peak of the sum
is accentuated. The prevalent displacement of both Mach num-
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FIGURE 9. VORTEX DISTANCES MEASURED BY MANUAL
INSPECTION AND AVERAGED OVER THE DETECTED VORTI-
CIES, WHICH ARE MARKED BY CIRCLES [21]

bers is located at about 5.35mm. This is further supported by the
appearing peaks at multiples of this distance.

At supersonic flow conditions, the peak is not as clear as in
the subsonic domain. While the dominant distance from vortex
street 1 is at about 6.1 mm, the second vortex street has a widely
spread maximum at about 8.15mm. Vortex street 2 has already
passed through the trailing edge shock seen in the Schlieren pic-
ture in Figure 11. The broad peak of the second vortex street is
a result of a higher fluctuation in the counted distances due to
the discussed limitation of PIV: tracer particles cannot instanta-
neously follow the deceleration over a shock due to their inertia.
Furthermore, the oscillating shock leads to a further noise in the
vortex distance. To the author’s knowledge, this effect has not
been recorded before, as in previous studies the prevalent dis-
tance was measured only close to the trailing edge [4]. Thus, to
allow for comparison, the peak of vortex street 1 is assumed to
be the prevalent distance at May ;; = 1.1.

In order to confirm the prevalent distances found by the
wavelet algorithm, two Schlieren pictures are manually in-
spected. The measured distances are presented in Figure 9 and
averaged over the counted vortices, where the spacing s is used
to calculate the true length. At Mas ;s = 0.9 the average distance
amounts 5.27 mm, which is nearly the prevalent vortex distances
found by the wavelet algorithm. At supersonic flow only a few
vortices can be recognized as it is difficult to distinguish between

TABLE 1. RESULTING STROUHAL NUMBERS AND SHED-
DING FREQUENCIES FROM VORTEX DISTANCES ANALYSIS

May ;s vortices u[m/s| D [mm] f[kHz] St
0.7 4,224 229.6 5.35 34.8 0.34
0.9 4,717 287.1 5.35 43.5 0.34

1.1 3,968 338.8 6.1 55.5 0.30

vortex cores and turbulences. Nevertheless, the measured dis-
tances D = {3.47mm,5.92mm,8.29mm} are the main peaks,
which are found by the wavelet analysis (see Figure 8). This
comparison demonstrates that the wavelet analysis accurately re-
solves the dominant vortex distances.

The Strouhal number St is calculated by

Sr=2"18 18 )

and can be computed directly from the prevalent vortex distance.
The resulting shedding frequencies as well as the Strouhal num-
bers are listed for all May ;s in Table 1. In addition, the total
number of detected vortices and the downstream velocity are in-
cluded.

The results given by Cicatelli and Sieverding [4] are con-
firmed, because at Ma, ;j; = {0.7,0.9} the Strouhal number re-
mains constant while the shedding frequency increases. Simi-
lar airfoils are investigated in [24, 25] confirming the Strouhal
number to be constant with a linear increase of the shedding fre-
quency for the subsonic domain. Furthermore, the Strouhal num-
ber in [24] ranges between 0.31 and 0.35 for airfoils of the same
chord length and similar trailing edges at Mas ;; = {0.7,0.9}.
The tendency of an increasing St in [4] at supersonic flow con-
ditions cannot be supported. Although it is difficult to determine
the dominant distance at Ma; ;; = 1.1, a decrease of the Strouhal
number is more likely. The same behavior was found in [25].

Strouhal numbers between 0.23 and 0.35 indicate a transi-
tional boundary layer state on one or both sides of the blade [4].
In the supersonic domain transition is observed on the suction
side: in the Schlieren picture (Figure 11) the trailing edge shock
causes transition on the neighboring blade suction side. At
Maj; ;s < 0.9 boundary layer as well as surface pressure measure-
ments reported in [26] show a strong adverse pressure gradient
near by the throat area. For this, transition occurs on the suction
side confirming a transitional boundary layer state.
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FIGURE 11. SCHLIEREN PICTURE AT Maj ;; = 1.1 [21]

Convection Velocity

In the following two sections the evolution of the vortices
will be investigated statistically. Figure 10 displays the convec-
tion velocity. The coordinate system is taken as sketched in Fig-
ure 5. The length is scaled by the trailing edge thickness drg.
In order to guide the eye the arithmetic mean of the data in an
interval Ay/drg = 0.3 is shown. In addition, only every fourth

data point is drawn to keep a clear view.

Close to the trailing edge vortices separate from the bound-
ary layer and are accelerated by the main flow, which is seen
in the increase of the local Mach number. In the subsonic case
the speed reaches a constant value of about Ma = 0.65, which
is 0.03 less than the mixed out free stream velocity derived from
wedge probe measurements [26]. For trans- and supersonic flow
regimes the vortices pass through areas where expansion fans and
shocks occur. Thus, the vortex’s Mach number is increased or
decreased, respectively.

At supersonic flow conditions it is clearly visible that the
vortices are accelerated due to the expansion fan caused by the
neighboring blade’s suction side. At y/drg = 23, which is ap-
proximately the spacing s of the linear cascade, the trailing edge
shock causes a decline from 1.2 to 0.85 of the vortex Mach
number. After the shock the vortices are accelerated well above
Ma = 1.0 by the next expansion fan.

At the trailing edge shock an overlap of data points located
in front and behind the shock is observed. This overlap is ex-
plained by the oscillating movement of the shock at the trail-
ing edge. The minimum and maximum shock position can be
deduced using the information of vortex position. The trailing
edge shock varies between y/drgp = [21;24.5] as indicated by
the brackets in Figure 10. At the same position in the Schlieren
picture given in Figure 11 the trailing edge shock is observed.

Furthermore, at Ma, ;; = 0.9 a weak shock located on the
suction side causes a decrease at y/drg = 15. As discussed in
the previous section, the broaden of the shock is caused by the
inertia of the tracer particles.
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FIGURE 12. VORTICITY OVER THE DISTANCE FROM THE TRAILING EDGE

Vorticity

The data shown in Figure 12 is analogously organized as in
Figure 10. Positive vorticity values belong to the pressure side
and rotate in counterclockwise direction. Vortices shed from the
suction side have a clockwise spin and therefore a negative vor-
ticity.

At the wake position (y/drg = 0) the absolute value of vor-
ticity amounts about 50,000s~! and increases due to the strong
gradient between the wake area and the main flow. Two shear
layers are formed: one between the dead water and the suction
side flow and the second between the dead water and the pres-
sure side flow. The thickness of these shear layers depend on the
boundary layer state and are the most important driver for the
increase of vorticity. Furthermore, an increase of Ma, ;;, which
also increases the overall Mach number distribution around the
blade, leads to higher vorticity values. At the point, where the
flow from suction side and pressure side merge, vorticity reaches
its maximum at y/drg = 6. The union of the flow is the end of
the dead water, which means that the shear layers perish. Beyond
this point no shear layer exists anymore that transfers kinetic en-
ergy into the rotation of the vortices. Therefore, vorticity starts
to decrease continuously in all flow regimes, which implies dis-
sipation and entropy production.

Atall Mao ;; high fluctuations are observed, which have been
discussed in the section of the error analysis. Therefore, the pre-
sented vorticity values have to be interpreted qualitatively and
cannot be directly compared to other data, e.g. unsteady numer-
ical simulations. In order to overcome this deficiency measure-
ments at higher resolution are a focus of future work.

CONCLUSION AND OUTLOOK

Particle Image Velocimetry was successfully applied to un-
steady turbomachinery flow at realistic Mach numbers. In par-
ticular, the von Karman vortex street was recorded over a long
range. The postprocessing of the data was performed by the
wavelet analysis leading to a proper description of the vortex po-
sition and convection velocity. Thereby, the wavelet analysis was
a very effective way to extract and analyze vortical structures.
This enabled a statistical analysis of the flow fields. The spatial
position deduced from numerous vortices enabled the calcula-
tion of the Strouhal number and the shedding frequency. These
were in excellent agreement with previous measurements. Fur-
thermore, the convection velocity confirmed a typical flow be-
havior at sub- and supersonic flow conditions. Due to a lack of
spatial resolution the vorticity values are biased, which can be
easily overcome by a higher spatial resolution. Nevertheless, the
wavelet analysis gives a remarkable insight to turbomachinery
flows.

In order to improve the detection rate of the wavelet analy-
sis, an elliptic basis rather than the presently used basis of rota-
tional symmetry should be developed, which is capable to detect
kidney-shaped vortices. Besides the aim to improve the resolu-
tion of the PIV system, a second task is to reduce the particle
lag, which can be resolved by choosing particles smaller in size.
With these improvements the wavelet analysis together with the
PIV system can be a promising tool to allow for direct compar-
ison of experimental data to numerical simulations and pave the
way for further model developments.

Copyright © 2011 by ASME
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