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ABSTRACT 
The modelling of the wind resource over arbitrary 

topography is required to optimize the micrositing of wind 
turbines. Most solvers use classical body-fitted grid for 
simulations. In such an approach, to cover the wind rose using 
a rectangular domain, a dedicated mesh must be generated for 
each direction. Moreover, over complex terrain, additional 
numerical errors are introduced in the solver due to coordinate 
transformations. To overcome these challenges and to facilitate 
the grid generation process, an immersed boundary method is 
developed in connection with a RANS solver in order to 
simulate turbulent atmospheric flows over arbitrary 
topography. In this method, a Cartesian grid is used and the 
boundary condition on the terrain surface is modelled within 
the solver using a “direct forcing” approach. With the 
immersed boundary method a rectangular grid can be used to 
simulate the flow field for all wind directions and only a 
rotation of the digital elevation map is required. Ghost cells are 
used to enforce the desired boundary condition at the immersed 
surface. The immersed boundary method developed in this work 
is used to simulate the flow in connection with both Baldwin-
Lomax and kω turbulence models. The performance of the 
method is examined for the flow over a two-dimensional hill. 
Results are compared with experimental data as well as a 
classical body-fitted grid to isolate the effect of the boundary 
conditions. The comparisons show good agreement among all 
the results. The results for the three-dimensional wind flow 
simulation over the Askervein Hill test case are also presented, 
and show the capability of the immersed boundary method in a 
full-scale scenario. 

NOMENCLATURE 
λ   interpolation constant 
µT   turbulent eddy viscosity 
σ   speed-up 
τ   viscous shear tensor 
ω   specific dissipation rate 
K    turbulent kinetic energy 
p   pressure 
 
Q   flow vector 
Re   Reynolds number 
T   temperature 
U   velocity vector 
X   position vector 
y   normal distance from wall 
y+   non-dimensional distance from wall 
 
 

Subscripts 

g   ghost node 
IBC   immersed boundary condition 
m   mirror point 
s   surface point 

 

Abbreviations 

CP   centre point 
GA   grid aligned with geometry 
HT   hilltop 
IBM  immersed boundary method 
OpenMP  open multi-processing 
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RANS  Reynolds-averaged Navier-Stokes 
 

INTRODUCTION 
It is well known that atmospheric boundary layer flow is 

significantly influenced by the underlying topography. In order 
to assess the wind resource for planning and analysis for wind 
farms, measurements and/or the simulation of atmospheric flow 
over specific terrain are required [1-3]. In the case of gentle 
topography and low hills, analytical solutions and simple linear 
models that yield predictions with acceptable accuracy have 
been developed [4]. These models have a low computational 
cost and can be used to obtain accurate flow predictions over 
smooth hills with sufficiently gentle slopes and attached flows 
[5]. However, due to simplified assumptions in their 
formulation, linear models fail to predict the separation region 
downstream of steep hills. Some empirical relationships have 
been added to the models to improve their accuracy in 
separated flow regions, but these relations are often site-
specific and computational time is also significantly increased. 
With the increase in computational resources and major 
developments in computational fluid dynamics, there has been 
an increased focus on the application of non-linear models for 
wind resource assessment [6]. Raithby et al. pioneered the use 
of three-dimensional CFD in atmospheric flow simulations over 
Askervein Hill [7]. Since then, RANS methods with second 
order closure turbulence models have been used for 
atmospheric flows over moderately sloped and complex terrains 
by several authors [8-11]. More detailed modelling of 
turbulence is possible using large eddy simulations (LES) 
applied to two-dimensional hills and relatively simple flows 
[12-13]. Large eddy simulations have also been used for three-
dimensional cases including Askervein Hill [14]. However, 
recent results of the Bolund Hill complex terrain test case show 
that there are still challenges in achieving sufficiently accurate 
predictions using large eddy simulations [15].  

Even though the capability of RANS models has been 
demonstrated for atmospheric flows, to achieve sufficient 
accuracy in wind prediction, further improvements are required 
in several areas including turbulence modelling, surface 
roughness, boundary conditions and grid generation. This work 
looks at grid generation. Most of the current flow solvers 
employ structured or unstructured body-fitted grids over the 
specified topography. Since most of the solvers use finite 
difference or finite-volume methods with relatively low (that is 
first or second-order) accuracy, fine meshes are required to 
obtain good results. Apart from the fact that some solvers are 
not capable of handling complex geometries, the grid 
generation process often requires significant computational 
time to achieve a satisfactory balance between the desired grid 
size and the skewness of the grid cells. The latter is more 
problematic over steep landscapes. Moreover, most algorithms 
use a terrain following coordinate transformation, which 
introduces additional numerical error in the solver when used 
over very steep terrain. In addition to the above considerations, 
in wind resource assessment for the micrositing of wind 
turbines, multiple wind directions must be investigated. In 

order to cover a wind rose of interest using conventional 
rectangular domains, grids must be generated for each wind 
direction. This is a lengthy and tiresome procedure. On the 
other hand, the use of one circular computational domain 
amplifies the uncertainties in the definition of inflow boundary 
conditions. To overcome these problems, in this study an 
immersed boundary method has been used in a RANS solver in 
order to model the flow over any arbitrary topography using a 
single Cartesian grid. The method does not incur significant 
additional costs in addition to the basic computational costs. 
Furthermore, changes in surface geometry simply require 
modification of the orientation of the topography without any 
further modification of the code or the grid.  

The immersed boundary method (IBM) was first 
introduced by Peskin for low Reynolds number biological 
flows [16]. However, its application was later successfully 
extended to simulate the flow over arbitrary complex 
geometries using RANS solvers, large eddy or direct numerical 
simulations [17-19]. In the IBM the presence of the surface is 
modelled by an external body force acting on the grid nodes in 
the vicinity of the surface. Peskin [16] modelled the force 
acting on the flow by moving solid boundaries with a spring 
system. Later, several authors extended the method by using 
“feedback forcing” in the momentum equation to set the desired 
boundary condition [20]. However, in this approach, the 
computational cost is significantly increased for transient flows 
[21]. To overcome this problem, the “direct forcing” approach 
was introduced. In this method the forcing function due to the 
immersed surface is included in the equations solved using 
ghost nodes [22]. This approach is used here. In addition to 
higher stability, the advantage of this method is that the main 
part of the solution algorithm is calculated only once for a 
specific simulation and remains unchanged during the 
remainder of the computation. This significantly decreases 
computational overheads. While the immersed boundary 
method has been applied to wind predictions using LES [23], in 
this study the implementation of the method with a RANS 
solver and its application to wind flow over two and three-
dimensional terrains are presented for the first time. 

NUMERICAL METHOD 
The computations are done using our in-house code 

“MULTI3”, which is a second order compressible RANS 
solver. The algorithm is based on an explicit, finite-volume 
node-based Lax-Wendroff method developed by Ni [24].  

The Navier-Stokes equations are discretised using a finite 
volume method with vertex storage in unstructured hexahedral 
cells. The finite volume formulation uses a central cell-vertex 
variable location, meaning that the numerical scheme used in 
this study is a central scheme and the state variables are stored 
at the vertices of the computational cell. To prevent high-
frequency oscillations, second and fourth order numerical 
smoothing is added. To speed-up the convergence, a local time 
stepping approach with a multiple-grid algorithm is used [24]. 
The eddy viscosity can be obtained using either the zero-
equation Baldwin-Lomax, one-equation Spalart-Allmaras, or 
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two-equation k-ω turbulence models, and is solved separately 
from the mean flow. The solver has been parallelized using 
OpenMP and can run parallel in shared memory architecture. 
More information on the solver can be found in Burdet and 
Abhari [25]. 

 
Immersed boundary method 

As mentioned above, in this study, the “direct forcing” 
approach is used to simulate the no-slip boundary condition at 
solid boundaries of the computational domain. In this approach, 
the solid surface divides the whole computational domain into 
three regions, (i) physical cells, (ii) interfacial cells and (iii) 
ghost cells (Figure 1). Ghost cells are “dead” cells within the 
computational domain; these cells do not carry any meaningful 
physical values. Instead, the grid nodes in the vicinity of the 
surface (ghost nodes) are used to impose the desired boundary 
condition at the surface. With the known location of ghost 
nodes, each ghost node is linked to the immersed surface 
through a surface point, Xs. The surface point located on the 
virtual surface is the point on the virtual surface that is closest 
to the ghost node. The normal line connecting the ghost nodes 
and surface points also specifies the mirror points that are 
located within the physical domain (see Equation 1). Note that 
λ=1 for a linear implementation.  

 

€ 

Xm =
(1+ λ)Xs − Xg

λ
(1) 

 
The overall idea of the immersed boundary method is to 

impose the proper flow field on Xg based on the flow vector on 
Xm, so that the desired boundary condition on the immersed 
surface, Xs, is fulfilled. Since the mirror points are not 
necessarily located at computational nodes, the full immersion 
of the boundary condition necessitates the interpolation of the 
flow field to corresponding points within the physical domain. 
Here a weighted average interpolation scheme is used for this 
purpose. After determining the flow vector at mirror point, Qm, 
the flow vector at ghost node Qg is specified to set the required 
no-slip condition of Qs at the surface. If the immersed boundary 
condition is of a Dirichlet type, the specified flow field is set at 
the ghost nodes accordingly. For a no-slip boundary condition 
with linear interpolation, Equation 2 gives the flow vector at the 
ghost node: 

 

€ 

Qg = 1+ λ( )QIBC − λQm (2), 
 

where for the flow vector QIBC the velocity is zero. 
Furthermore, a Neumann boundary condition may be required 
to specify the gradients at the wall. This boundary condition is 
given as following: 
 

€ 

QIBC =
∂Q
∂n

→Qg = λQm − 1+ λ( )QIBC Xs − Xg( ) (3)
 

 

which can be reduced to Equation 4 for the pressure at the no-
slip wall. 
 

€ 

Qg =Qm (4)
  

In order to initiate a search for ghost nodes in the vicinity of the 
immersed surface, it is necessary to define the entire immersed 
surface. The topographical data is read as discrete points from a 
digital elevation map (DEM) model. Bicubic interpolation is 
used to specify the entire terrain.  

 
Figure 1. Schematic diagram of the computational stencil used for the 
implicit IBM. The immersed surface (shown as a red line) divides the 
domain into physical, interfacial and ghost cells. 
 

 
Figure 2. Illustration of the implicit boundary condition at the point 
Xs, which is on the immersed boundary. The computed flow at the 
mirror point Xm is used to specify the flow at the ghost point Xg such 
that the boundary condition is implicitly fulfilled on the immersed 
surface.  

 
The search for mirror and surface nodes is undertaken 

once at the beginning of the computation. A gradient 
descending algorithm is used to find the surface points that 
have the minimum distance to the ghost node (Figure 2). 
Depending on the initial guess, as few as 10 iterations are 
required. In general, the computational time required for the 
geometric calculations is less than 1% of the overall 
computational time. Similar to classic boundary conditions, the 
interpolation of the flow field at mirror points and the 
specification of the desired boundary condition at ghost nodes 
is undertaken at every iteration. The accuracy of the method for 
the basic solver is examined for a low Reynolds number 
(laminar) flow around a circular cylinder. Figure 3 shows the 
comparison between the surface pressure coefficient calculated 
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using the present approach and experimental measurements 
[26]. Velocity streamlines are also shown in Figure 3. The 
agreement between the pressure coefficient predicted by IBM 
and the experimental data is quite good. The separation occurs 
at θ=129.8o compared to a measured value from Coutanceau 
and Bouard [27] equal to 126.2o. The implementation of the 
IBM for the vertex base solver, separate from turbulence 
modelling is validated through this case. 

 

 
 

Figure 3. Simulation of Reynolds number Re=40 flow over a circular 
cylinder. Upper plot: comparison of IBM solution to experimental 
results. Lower plot: streamlines superimposed on pressure contours. 
 
Turbulence models 

The immersed boundary method developed in the present 
work can be used with either Baldwin-Lomax or k-ω turbulence 
models. More complete details of these models can be found in 
[28] and [29] respectively, but salient features of the models 
with regard to the implementation of IBM are given below. In 
the two-layer algebraic Baldwin-Lomax turbulence model, the 
turbulent eddy viscosity is given by: 

 

  

€ 

µT =
µTinner , y ≤ ym
µTouter , y  ym

 
 
 

  
(3),  

 
where y is the normal distance from the wall and ym is the 
distance at which the inner and outer eddy viscosity are equal. 
Inner layer eddy viscosity is calculated from Prandtl’s mixing 
length theory and depends on the absolute value of the vorticity 

and the mixing length. The characteristic mixing length is 
defined as below as: 
 

€ 

lmix = 0.4y[1− exp(− y
+

26
)] (4) 

 
where the non-dimensionalized distance y+ is given by 
Equation 5. 
 

€ 

y+ =
ρwalluτ y

µwall
(5)  

 
In computations using body-fitted grids, y is defined as the 
minimum distance between a grid point and the closest point on 
the terrain (no-slip surface). On the other hand, in the IBM 
implementation the minimum distance to the immersed surface 
must be used. The minimum distance is determined either as 
the distance between the node within the domain and all surface 
points or using the minimum of distance function, the algorithm 
used for the calculation of the surface points. The wall shear is 
estimated using the computed velocities at the mirror points 
(Equation 6). 
 

€ 

uτ IBM =
µ(Um −Us )
ρs(Xm − Xs )

(6)  

 
In the k-ω turbulence model, transport equations are used 

to solve the turbulent kinetic energy, k and the specific 
dissipation rate, ω (Equation 7). 

 

€ 

∂(ρuik)
∂xi

=
∂
∂xi

µ +
µT
σ w

 

 
 

 

 
 
∂ω
∂xi

 

 
 
 

 

 
 
 
+ Pk − ρkω

∂(ρuiω )
∂xi

=
∂
∂xi

µ +
µT
σ w

 

 
 

 

 
 
∂ω
∂xi

 

 
 
 

 

 
 
 
+
ω
k
Pk − βρω

2 (7)
 

 
The eddy viscosity is then given as: 
 

€ 

µT = ρ
k
ω

(8)  

 
The boundary condition for k is: 
 

€ 

k = 0 (9)  
 

and is applied at a grid point located on the wall for the 
classical body-fitted grid and at ghost nodes for the IBM 
implementation. For ω, the boundary condition follows Menter 
[30], 
 

€ 

ω =
60ν
β1y0

2 (10) 

 



 5 Copyright © 2011 by ASME 

where β1=0.075, y0 is the distance of the first node above the 
wall for the classical body-conformal grid and for the IBM 
implementation, either the distance between the mirror and 
surface points, maximum value of the prescribed quantity or the 
grid spacing in the direction normal to the immersed wall. The 
best results over several test cases were obtained using the 
latter approach. µT is set to zero for all nodes below the 
immersed surface for both turbulence models. It should be 
noted that the k and ω behaviour close to the boundary is non-
linear. Hence, the accuracy of the implemented boundary 
conditions is strongly dependent on the grid resolution. This 
dependency can be substantially reduced using wall functions. 
A detailed description of the wall function implementation in 
connection with IBM is given in Jafari et al. [31]. A sand-grain 
equivalent roughness height is used in the wall functions to 
account for surface roughness.  

RESULTS AND DISCUSSIONS 
In the following the performance of the immersed 

boundary method is first examined in the flow over a two-
dimensional hill. Results from IBM are also compared with 
those from a body-fitted grid to isolate the effect of wall 
boundary condition on the results. A three-dimensional test case 
of flow over Askervein Hill is also examined. The 2D test case 
is the sinusoidal hill defined by Kim and Lee [32], 
schematically shown in Figure 4. The chord length and the 
height of the curved hill are 0.46 meters and 0.07 meters 
respectively. The unit Reynolds number based on the free 
stream velocity (U∞=7 m/s) is 7.5×105/meters. For simulations 
with a classical body-fitted grid, an H-grid with clustering in 
the x and z directions is used (Figure 5). Also shown in Figure 
5 is the corresponding Cartesian grid for the IBM simulations. 
 

 
Figure 4. Definition of the geometry for the 2D hill, L is the upwind 
half-length of the hill at the one-half height of the hill. 

 
 

 
Figure 5. Typical H-grid (upper plot) and non-uniform Cartesian grid 
(lower plot) used for the grid-aligned with flow and immersed 
boundary method simulations, respectively. 
 

For the simulations the upstream boundary is 3C upstream 
of the windward foot of the hill. The inflow streamwise 
velocity is a fully developed turbulent boundary layer with a 
thickness of 0.25 m. The outflow boundary is located 5C 
downstream of the leeward foot of the hill. 

A quantitative assessment of the immersed boundary 
method is given in Figures 6 and 7. With the k-ω turbulence 
model, the predicted pressure coefficients with the immersed 
boundary method and body-conformal grid are in excellent 
agreement with each other, as well as with the experiment, 
Figure 6. However, the predictions of the Baldwin-Lomax 
turbulence model are in poor agreement with the experiment at 
the leeward corner of the hill. Numerical results show that there 
is a separated flow in this region, which results in an over-
prediction of the minimum pressure at the hillcrest. However, 
for the Baldwin-Lomax turbulence model, a comparison of 
IBM and GA results shows the maximum difference observed 
for the pressure coefficient is less than 0.03 and they are in 
fairly good agreement. Profiles of the non-dimensionalized 
velocity speed-ups defined by Equation 5  

 

€ 

σ =
U(z)−U0(z)
H
LU∞

(5)
 

 
at the hilltop are presented in Figure 7. Good agreement is 
observed between the IBM and the body-fitted grid for both 
turbulence models in the outer region (z/L>0.2) of the boundary 
layer. Small discrepancies are observed closer to the wall; these 
discrepancies are attributed to differences between the grids and 
the resolution of the boundary layer. Overall, it is seen that both 
the pressure and velocity speed-up are better predicted using 
the k-ω turbulence model. In general, the results demonstrate 
that the immersed boundary technique is capable of resolving 
the flow field in high Reynolds number flows. 
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        Figure 6. Pressure distribution over the hill 

 
Figure 7. Comparison of the non-dimensionalized speed-ups at the 

hilltop. 
 

    Figure 8 shows a comparison between the pressure 
coefficient and the non-dimensionalized axial velocity over the 
hill with IBM and the body-fitted grid. The overall qualitative 
agreement between the IBM and the solution obtained with the 
classical body-fitted grid is quite satisfactory.  

 
 

 
Figure 8. Comparison of axial velocity (pair of upper plots) and 
pressure coefficient (pair of lower plots) over the two-dimensional hill 
in grid-aligned with flow (upper of pair) and immersed boundary 
method (lower of pair) simulations. 

 
Figure 9. Digital elevation maps of Askervein Hill. Note that the z 
direction is stretched by a factor 10 compared to the x and y directions. 
Lower plot shows the actual map of Askervein Hill with its 
surrounding topography (map A). Upper plot shows map B which 
omits the elevated topographic features that are downwind of 
Askervein Hill. 
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The flow over a three-dimensional hill is also investigated 

using the newly developed method. The Askervein Hill test 
case is chosen for this purpose. Askervein Hill is an isolated hill 
on the Isle of Uist in Scotland. A detailed survey is reported in 
Taylor et al. [33]. These detailed measurements have been used 
by various researchers to evaluate linear and non-linear models. 
Three kilometres to the west of the hill is the North Atlantic 
Ocean. The predominant winds from the south-west (SW) and 
south-south-west (SSW) are therefore uninfluenced by 
anthropological or natural obstacles. This is very important in 
the accurate definition of the inflow in the computations. As is 
shown in the lower plot of Figure 9 the digital elevation map of 
the area, downstream of Askervein Hill is a hill with a similar 
elevation. Another hill of slightly higher altitude is located to 
the east. There are two maps available for Askervein Hill. Map 
A with 63 m resolution which also includes the surrounding 
topography and map B covering only the isolated hill with 23 m 
resolution. Other than the resolution, there are few differences 
between the map A and B including the elevation of the hilltop, 
the elevation along line B-B and the topography downstream of 
the hilltop.  Kim et al. [10] suggest that this topography has an 
effect on the downstream flow; but several authors such as 
Castro et al. [8] only focus on the isolated hill. In the current 
study, simulations are done using both maps (Figure 9). 

For grid generation, as mentioned above, digital elevation 
maps of the terrain are used. The maps are rotated by 60 
degrees, so that the flow direction is collinear to the x-axis 
going through the centre point (CP), Figure 10. The non-
uniform Cartesian grid has a resolution of 16m in the x 
direction and 20m in the y direction for the clustered region 
defined by an area spanning 700m by 500m around the centre 
between CP and HT. The size of the entire domain is 8,000m by 
8,000m in x and y directions for map A and 6,000m by 6000m 
for map B; for both maps the domain is 1,000m in the z 
direction  and the cell height is 3.0m for the entire hill. These 
dimensions result in a total of 0.6 million computational nodes. 
The velocity and turbulent kinetic energy inflow profiles are 
specified following Kim et al. [10]. The roughness height is set 
to 0.03 m for the entire terrain. The available experimental data 
include measurements of the speed-ups along the lines A-A, 
AA-AA, B-B and at the hilltop (HT) as shown in Figure 10. 

 

 
Figure 10. Askervein Hill topography map superposed with the non-
uniform Cartesian grid used for the simulations (map B). The grid is 
clustered around the hilltop (HT) and the centre point (CP) of the 
computational domain. Also shown is the orientation of the lines (A-A, 
AA-AA and B-B) along which measurements are available, are also 
shown. 
 

 
Figure 11. Comparison of the predicted and measured non-
dimensionalized speed-ups along line A-A on Askervein Hill. The 
predictions are from simulations using the immersed boundary 
method. 
 

The predicted speed-ups along lines A-A and AA-AA and 
B-B are compared to experiment in Figures 11 and 12 and 13. 
Also shown in the lower portion of the figures is the elevation 
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change along the respective lines of measurements. The speed-
up is defined based on the undisturbed velocity upstream of the 
hill at the reference station. The results are also compared to 
simulations of Walmsley and Taylor [34] and Undheim et al., 
[35]. The prediction over line A-A is generally in good 
agreement with experiment. However, the computed speed-up 
does not follow the steep decrease of ΔS on the lee side of the 
hill using either map A or B. At x=0, speed-up is 0.69 compared 
to the 0.86 of the experiment in the simulations for the isolated 
hill. Including the downwind hills does not affect the flow 
downstream but changes the maximum speed-up significantly. 
This difference is thought to be due to uncertainties in defining 
the digital elevation map, as well as limitations in turbulence 
and roughness modelling. Local minima are observed at about 
x=-700, -350 and -200m resulting from the changes in 
topography. The latter is more pronounced in the current 
simulation, but has also been observed by Undheim et al. [35]. 

The over-prediction of the low velocity in the wake, 
downstream of the hill, where non-linear effects are dominant, 
can be due to turbulence modelling uncertainties in the 
prediction of flow separation.  

 

 
Figure 12. Comparison of the predicted and measured non-
dimensionalized speed-ups along line AA-AA shown in Figure 10 on 
Askervein Hill.  
 

The predictions over line AA-AA, Figure 12, match well 
with the experiment except at x=400m and x=600m, where the 
speed-up is over predicted. The local minimum at x=-500m in 
the field measurements due to the change in topography (see 
the elevation map) is captured correctly with the IBM method. 
The observed increase in velocity downstream of CP (x=0m) as 
well as the sharp change in velocity at x=450m are consistent 
with the elevation change and are also observed in other 
simulations [10, 35]. 

The effect of topography on the predicted and measured 
speed-ups, along line B-B, are compared in Figure 13. The 
predictions are obtained using map A, and show good 
qualitative agreement with the measured wind speed-up. 
 

 

 
Figure 13. Comparison of the predicted and measured non-
dimensionalized speed-ups along line B-B on Askervein Hill (map A). 
 

 
Figure 14. Comparison of the predicted and measured non-
dimensionalized speed-up at hilltop. 
 

The predicted speed-up at the hilltop is shown in Figure 14 
and compared to the simulations of Undheim et al. [35].  
Except for region very close to the surface (z<5m), the  IBM 
prediction matches well with Undheim’s simulations, as well as 
with the experimental data. The difference close to the surface 
can be reduced by using finer grids or a higher order 
interpolation close to the surface. 
The near surface velocity vectors, 5 m above the ground are 
also shown in Figure 15. In Figure 15, the velocity vectors are 
superimposed on the contour plot of velocity field. Accelerated 
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and decelerated flow regions can be observed, as expected, at 
the hilltop and downstream of the hill. 

In general, the immersed boundary method is observed to 
perform well in flowfield predictions for full-scale scenarios. At 
potential hub heights, where the measured speed-up is than 
60%, the predicted speed-up is within 1% of the measurement. 
Thus it is evident that the immersed boundary method that has 
been developed in the present work can provide desired 
accuracy that  the wind industry requires for the optimum 
micrositing of wind turbines. 

 

 
Figure 15. Near surface velocity vectors superimposed on velocity 
contours over Askervein Hill. Note that the z direction is stretched by a 
factor 5 compared to the x and y directions. 

CONCLUSION 
An immersed boundary method has been developed in 

connection with LEC’s RANS solver MULTI3 for high 
Reynolds number flows. The method works in connection with 
zero-equation Baldwin-Lomax and two-equation k-ω 
turbulence models. The current implementation of IBM is 
based on a ghost node approach assuming a linear variation of 
the flow vector at the boundary. The implementation of the 
method into the RANS solver is first validated for a low 
Reynolds number flow over a circular cylinder. The capability 
of the model to simulate high Reynolds number flows similar to 
those of interest in wind applications is also examined. The 
flow over a two-dimensional hill was studied and the results 
were then compared to the simulations obtained using a body-
fitted grid to isolate the effect of boundary conditions. Good 
agreement with experiment demonstrates the capability of the 
immersed boundary method for high Reynolds number flows. 
In addition, to show the capability of the model in handling 
full-scale scenarios, a three-dimensional flow was simulated 
over Askervein Hill. The general agreement of the predicted 
speed-up over the hill was good. Using Cartesian grids for wind 
flow simulations significantly facilitates the grid generation 
process to cover the whole wind rose. Furthermore, the 
immersed boundary method enables the solver to handle highly 

complex geometries with large gradients and sharp corners with 
higher stability and accuracy. 
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