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ABSTRACT  
This paper describes the interaction of bluff body stabilized 

flames with 450 Hz transverse acoustic standing waves at flow 

velocities up to 100 m/s.  Two different modes of acoustic 

excitation were applied, corresponding to pressure and velocity 

nodes along the bluff body centerline.  Time resolved 

measurements of both the flame front and velocity field were 

obtained. These measurements of the spatio/temporal 

distribution of the flame front were compared to level set 

equation prediction using the measured velocity field as an 

input, or vice-versa. These studies show that the measured 

flame response characteristics are qualitatively captured in 

almost all cases, with quantitative differences varying from 

values that are quite low to a factor of two.  A key implication 

of this work is that the important features of the unsteady flame 

dynamics at high velocity, vitiated flow conditions are 

understood, but further work is needed for quantitative 

prediction. 

   

NOMENCLATURE 
D = bluff body diameter 

fo = forcing frequency 

G = isoscalar contour variable 

K = non-dimensional convective disturbance velocity 

,L L′  = mean and fluctuating flame edge position 

sL = laminar flame speed 

U,V = mean components of axial and transverse flow 

 velocity 

u’,v’ = fluctuating component of axial and transverse 

 flow velocity 

U0 = characteristic mean flow velocity 

Uc = convective velocity of a disturbance 

u’n = fluctuating flow velocity normal to the flame 

u’a = acoustic component of fluctuating flow velocity 

 normal to the flame 

u’v = vortical component of fluctuating flow velocity 

 normal to the flame 

Ut = flow velocity tangential to the flame 

εa εv = non-dimensional disturbance amplitude of 

 acoustic and vortical fluctuations 

θ = mean flame front angle 

λc = convective wavelength, = Uo/f0 

 

INTRODUCTION 
This paper describes the response of bluff body stabilized 

flames to transverse acoustic waves. These interactions involve 

coupling between acoustic oscillations, hydrodynamic flow 

instabilities in the shear layers and bluff body wake, and 

unsteady heat release [1-6], as shown in Figure 1. This study 

follows prior work by our groups on the related problem where 

the flame is perturbed by longitudinal acoustic waves [7-8].  A 

key challenge of the present work was extending these prior 

studies to high velocity, vitiated flows that are practically 

encountered in realistic devices.  

Proceedings of ASME Turbo Expo 2011 
GT2011 

June 6-10, 2011, Vancouver, British Columbia, Canada 

GT2011-45268 



 2 Copyright © 2011 by ASME 

 
Figure 1. Physical processes by which longitudinal and 

transverse flow oscillations can lead to flame area (and 

hence heat release) oscillations.  

 

In order to fix some ideas, we next discuss key features of 

the flow field that is disturbing the flame. As discussed in 

earlier work [8], hydrodynamic instabilities lead to two 

important sources of convecting vortical velocity disturbances.  

The first is the separated shear layer, which rolls up due to the 

Kelvin-Helmholtz instability, leading to tightly concentrated 

regions of vorticity. Under certain circumstances, the entire 

wake is absolutely unstable, leading to the roll-up of the shear 

layers into large scale vortical structures that are asymmetrically 

staggered about the flow centerline, leading to a sinuous flow 

pattern [8] referred to as the Von Karman vortex street. 

In addition, the flame is directly perturbed by the transverse 

acoustic velocity of the incident wave. These transverse 

oscillations are axially uniform in phase along the flame for the 

experiments reported here. This implies that the total 

disturbance velocity field is a superposition of acoustic 

disturbances propagating at the speed of sound in the transverse 

direction and axially uniform in phase, and vortical disturbances 

that consist of both axial and transverse velocity disturbances 

with significant axial phase variation. As shown in a companion 

paper, this leads to distinctive interference patterns in the 

unsteady velocity field at the flame [9]. The associated flame 

response is influenced by several disturbance field parameters: 

1) the spatial amplitude of acoustic and vortical disturbances, 

εa = ua’/Uo and εv = uv’/Uo, 2) the angular frequency of 

disturbance, ω, and 3) the phase speed of each disturbance. 

These parameters themselves are influenced by geometry and 

flame angle.  

This distinction between acoustic and vortical disturbance 

characteristics is important for understanding the flame 

dynamics [10-11]. A number of studies of velocity-coupled 

flame response have noted the importance of the spatial 

character of the disturbance field, due to flame interference 

phenomenon [7, 11-14].  The level set equation is an important 

equation used in describing premixed flame front dynamics 

[15]:  
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In this equation, the flame position is implicitly described by 

the parametric equation ( , ) 0G x t =
�

. Also, ( , )u u x t=
� � �

and sL 

denote the flow field just upstream of the flame and laminar 

flame speed, respectively. In the unsteady case, the flame is 

being continually wrinkled by the unsteady flow field, 'u
�

. 

Assuming that the flame position is a single valued function 

of the transverse coordinate, the instantaneous flame position 

can be written as: 

( , , ) ( , ) 0G x y t L x t y= − =  (2) 

where L is shown in Figure 2. Hence, from Eq.(1), the 

instantaneous flame position, L, is given by: 
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This equation describes the spatial and temporal 

distributions of the flame position which can be related directly 

to its surface area. In this formulation, the effect of transverse 

and longitudinal velocity perturbations on the flame are 

captured through the (u, v) terms. 

Because Eq.(3) is a nonlinear partial differential equation, 

with special properties, it does not warrant a direct analytical 

solution or an analytically tractable description. In order to 

facilitate some insight, the equation is linearized to analyze the 

flame edge fluctuations. Prior work has shown that this 

assumption of linearity is very good near the attachment point 

[7]. Nonlinear effects grow in prominence with increasing 

amplitude of excitation and downstream distance [7]. 

 

 
Figure 2. Co-ordinate system and schematic of a bluff-body 

stabilized flame.  

 

( , ) ( ) ( , ), ( , ) ( ) ( , )
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Using the decomposition of Eq.(4), in Eq.(3), and linearizing, 

we obtain the following:  

( )sin ( ) ( ) cos ( )
L

U x x V x x sθ θ− =  (5) 
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where 

( )
tan ( )

dL x
x

dx
θ=  (7) 

( ) ( ) cos ( ) ( )sin ( )
t

U x U x x V x xθ θ= +  (8) 
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( , ) ( , ) cos ( ) ( , ) sin ( )
n

u x t v x t x u x t xθ θ′ ′ ′= −  (9) 

The terms u’n, Ut, θ, and L are also depicted in Figure 2. 

Equation (6) describes axial flame wrinkle propagation on the 

left side and the excitation of disturbances on the right. The 

tangential component of the mean velocity, Ut equals the axial 

velocity at which these flame wrinkles propagate along the 

flame.  The wrinkles are generated by the normal component of 

the fluctuating velocity, u’n, shown in Eq.(9). Note that the 

presence of the cos(θ) terms is an artifact of the co-ordinate 

system, and equals the angle between the chosen co-ordinate 

system and a local flame-fixed co-ordinate system.  

The rest of this paper consists of experimental analysis of 

the flow field and flame front response characteristics of 

transversely forced flames, quantified by L’ in Eq.(6). These 

measured flame and flow field characteristics are then 

compared to theoretical predictions derived from the linearized 

level set equation. This work complements related studies from 

our groups on transversely forced swirl flames [16], 

longitudinally forced swirl flames [17-18] and longitudinally 

forced bluff body flames [8].  This work is closely coupled to a 

companion study [9], which provides more details on the 

experimental facility and the data records that was obtained. 

This paper focuses on comparisons between measurements and 

level set based predictions of the flame and flow field. 

 

DETAILS OF EXPERIMENT AND DATA VALIDATION 
MODEL 
Experimental Setup and Data Post Processing 

Experiments were conducted in a premixed, atmospheric test 

rig (see Figure 3) operated in a vitiated mode. This facility is 

further detailed in Ref. [9].  Two different flow velocities at the 

bluff body are studied: 50 m/s and 100 m/s. The inlet 

temperature into the test section is studied at 477K, 644K and 

755K. Two different fuel/air ratio profiles were generated; these 

were nominally uniform and “rich on center”. 

The test section consists of a chamber measuring 61 cm by 

30.5 cm by 7.6 cm and was designed with similar guidelines as 

a related facility developed for transverse forced swirl flames 

[16]. The bluff body is triangular with a diameter D = 3.2 cm, 

and is 3.2 cm long. The leading edge half-angle is 17.5 degrees 

and is rounded off with a radius of 79.4 mm.  The flow is along 

the 30.5 cm dimension of the test section. The box is designed 

for transverse acoustic forcing, with each side of the 61 cm 

dimension equipped with 3 speakers, and each speaker mounted 

on a tube. The transverse resonant frequency of this setup is 

approximately 450 Hz, which is also the frequency at which all 

data reported in this paper were obtained. Speakers are arranged 

with three on each side of the test section box, and can be 

operated in phase or out of phase.  These two different modes of 

operation nominally lead to an unsteady velocity 

minimum/pressure maximum or vice-versa, respectively, on 

centerline.    

  

 
Figure 3. Schematic of the experimental rig. 

 

Flame dynamics are determined from line of sight flame 

luminosity, recorded with a Vision Research Phantom 7 high 

speed video camera. Images captured for edge tracking analysis 

are unfiltered, integrating light over wavelengths from λ=350-

1050nm. In all cases, the camera is operated at a sampling 

frequency of 3150 frames per second, with an exposure time of 

300 microseconds. 

 

(a)    (b) 

  
Figure 4. Flame image and flame edges at two contrasting 

flow conditions: (a) 50 m/s, 477K, out of phase forcing and 

(b) 50 m/s, 477K, in phase.  

 

Flow dynamics are captured using phase locked Particle 

Image Velocimetry (PIV). The PIV system utilizes a Litron 

laser operating at nominally 80 mJ per pulse at 15 Hz for each 

of the two lasers.  The time between the two pulses for a given 

image pair was 10 µs for 50 m/s cases and 5 µs for 100 m/s 

cases. Details on the PIV system and optical equipment used are 

provided in the companion paper [9].  

 

Flame Image Processing 
High speed, line-of-sight movies were obtained of the 

acoustically forced flames. Typical images are shown in Figure 

4. Note the qualitative difference in flame behavior between the 

in-phase and out-of-phase forced flames. In order to quantify 

the spatio-temporal flame dynamics, the flame edge position 

L(x,t) is extracted. This procedure works well near the bluff 

body, but uncertainties grow monotonically with downstream 

distance since the line of sight images become increasingly 

diffuse due to the growing three-dimensionality of the flame 

front. This is indicated by the uncertainties  shown as error-bars 

in flame position, L’, that are described later.  

The time series L(x,t) is extracted at the sampled temporal 

points at all axial stations for both flame branches. These time 

series are Fourier transformed to obtain spectra of the flame 
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edge motion, L(x,f) like that shown in Figure 6. From the 

Fourier transform, the axial dependence on the magnitude and 

phase of flame edge motion at a particular frequency are 

determined. Of particular interest is the response at the forcing 

frequency, f0=450 Hz (or f/f0=1 in Figure 6), where the greatest 

magnitude of flame edge motion is expected. 

 

  
Figure 5. Sample mean velocity fields obtained from PIV 

with flame brush and mean flame position overlaid. 

Conditions shown were 755K approach flow with 100 m/s 

lip velocity, 450 Hz out of phase forcing.  

 

PIV Processing 
PIV data was phase-locked to the acoustic driving cycle.  

The resulting velocity fields were phase-averaged [9] and fit to 

sine waves to determine the velocity amplitude and phase. Time 

averaged and disturbance velocity values are needed as inputs 

to solve for the flame position, in Eq.(6). Note that velocity 

disturbance values needed for the level set equation are at the 

instantaneous flame position, which is clearly moving with 

respect to the velocity field.  We estimated the velocity values at 

a given axial position from locations just upstream of the flame 

brush, as shown in Figure 5. 

 
Model for Data Validation 

This section describes the procedure used to compare 

linearized flame and flow field response measurements and 

predictions.  The frequency domain representation of Eq.(6) is 

used in the validation studies (shown in Eq.(10)). 
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Using the above equation, there are two ways in which data and 

measurements can be compared. First, the measured flame edge 

data, L’, can be used as an input to the left side of the equation 

to predict a value for the normal velocity component, u’n. This 

is compared with the corresponding value measured using PIV, 

as shown in Eq.(11). From a practical point of view, prediction 

of flame position from a known (or assumed) velocity field is 

the more interesting scenario. However, this first comparison 

approach is more straightforward since it directly relates the 

local flame position and slope to the local velocity field.   
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(11) 

Alternatively, the measured fluctuating velocity field is used 

as an input on the right side of Eq.(10) to predict the flame edge 

response. This is given by: 
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(12) 

This is the more interesting comparison because generally it is 

the flame position which must be calculated. However, from a 

validation point of view, this approach is problematic because 

the predicted flame position is a convolution of velocity field 

disturbances of all upstream positions. This is an issue because 

errors in measurement at one point (i.e., near the bluff body) 

corrupt the predicted flame position not only at that point, but 

also at all downstream positions.   

Given that this is a comparison of linearized flame response 

characteristics, we can expect these calculations to increasingly 

grow in error as nonlinear effects grow.  It is known that flame 

response nonlinearity grows monotonically with downstream 

distance from the flame holder and disturbance amplitude. This 

point should be recalled in the ensuing comparisons of theory 

and experiment at downstream locations. 

 
REPRESENTATIVE RESULTS AND DISCUSSION 

Typical forced flame position spectra are shown in Figure 6 

at six downstream locations. The envelope of the flame 

response at f = fo, its sub harmonic and two higher harmonics 

are drawn in. At locations closer to the bluff body (located at 

x/λc=0), the flame responds mainly at the frequency of 

excitation, fo. Moving downstream, the response at f = fo grows, 

reaches a maximum, and then begins to decay. This behavior is 

due to the growth and decay of the underlying flow structures as 

well as the propagation of the flame, which tends to smooth out 

the wrinkles. These results are quite similar to our observations 

on lower velocity and longitudinally excited flames.  

The rest of this paper focuses on flame response 

characteristics only at f = fo.  Figure 7 presents typical gain and 

phase results at several flow conditions.  In order to increase 

physical insight into the phase results, the phase has been 

converted into an effective axial propagation velocity, Ucf, using 

the relation: 

0
,

360
c f

f
U

d dxφ

⋅
=  
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A full cataloguing of all results is contained in the companion 

paper [9]. 

 

 
Figure 6. Spectrum of flame sheet fluctuations at different 

downstream locations (50 m/s, 477K). The x-coordinate is 

the downstream distance with x=0 located at the bluff body 

trailing edge and fo is the acoustic forcing frequency.  The 

flame response envelope is outlined at fo, fo/2, 2fo, and 3fo.  

 

(a)  

(b)  

Figure 7. Overlays of flame response for 450 Hz out of 

phase forcing at all flow conditions, showing a) gain, b) 

convective velocity.  

 

Most curves show similar qualitative behavior for both gain 

and phase. They are also quite similar in character to prior data 

we have obtained in longitudinally forced flames from this same 

facility and in much lower velocity flames [7].  Specifically, the 

gain results increase linearly in the bluff body near-field, peak 

farther downstream, and then begin to decay. Most of these 

responses show an interference pattern, manifested as spatial 

undulations in the gain. Comparison of these data with model 

results shows that capturing these interference patterns requires 

inclusion of both vortical and acoustic disturbances.  

The higher velocity cases sometimes show a different 

behavior than previously reported in our studies.  This is clear 

in Figure 7(a). The flame response magnitude rises with 

downstream distance, peaks, falls to nearly zero at about half a 

convective wavelength downstream, and then grows 

monotonically. These results can be captured theoretically, 

which indicates that they are due to the comparable magnitudes 

of acoustic and vortical disturbances in these cases. These two 

waves have very different axial phase characteristics, leading to 

this “node” in flame response. It should be emphasized that 

such nodes in flame wrinkling amplitude have been reported in 

prior studies where the axial location of the bluff body was 

oscillated [19]. 

Figure 7(b) plots convective velocities of the flame wrinkle, 

not to be confused with the propagation speed of the vortical 

disturbance or mean flow velocity. These measured flame 

wrinkle convection velocities are generally in the range of 0.5< 

Uc,f/Uo<0.9.   

COMPARISON WITH MODEL 
 Figure 8 to Figure 17 shows comparisons using both 

validation studies.  The validation studies for flame edge as 

input, (a) and (b) in each of the figures, are shown together with 

the validation studies with velocity as input, (c) and (d) in each 

of the figures, in order to facilitate the discussion of each others’ 

features in the comparisons. The measurements for both 

velocity and flame edge are prone to large errors close to the 

edge of their respective image boundaries due to their proximity 

to the edge of the laser sheet. For the first study, where the 

flame edge data is used as input, the predictions use only local 

data and hence the comparisons could be done by ignoring data 

at the edges of the data field. But, in the case of the velocity 

field as input, the flame edge is predicted by an integration 

starting at the bluff-body. Since the data in this region is prone 

to errors, all x/λc<0.1 points are extrapolated from points close 

to x/λc>0.1 based on a polynomial fit of their behavior.  These 

extrapolated values are shown on the plots as separate symbols.  

These extrapolated values are not used for the local comparison 

in the velocity field validation study.  

In general, the validation studies show good qualitative 

comparisons in most cases and good quantitative agreement in 

some cases.  Relatively significant quantitative differences also 

occur in some cases. These comparisons are discussed next. 

Experiment/theory comparisons are uniformly better in the 

high velocity and/or out of phase forcing cases, than for low 

velocity and/or in-phase cases.  We believe that this reflects 

predictive errors associated with the velocity being extracted 

upstream of the flame brush, as opposed to the instantaneous or 

time averaged flame location. In the low velocity cases, the 

flame brush reaches farther upstream of the mean flame edge.  

As the width of the brush increases, the region upstream of the 

brush where the velocity data is extracted is farther from the 

mean flame. This effect is reduced for higher velocity cases 

where the mean flame and upstream edge of the brush are much 

closer. This interpretation for the deviations from theory and 
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data is supported by comparison of the in- and out- of phase 

forcing cases.  Predictions and measurements are uniformly 

better for the out of phase forcing than their in-phase 

counterparts. In the case of out-of phase forcing, the fluctuating 

velocity field follows a bulk rigid body like motion near the 

flame. This means that the velocity field is nearly uniform 

spatially and, hence, the unsteady velocity at the location 

upstream of the upstream brush is a closer representation of the 

same at the mean flame than for in phase forcing.  As such, 

further effort will be expended in future studies in extracting the 

velocity fluctuations at the flame front itself.  

The spatial interference patterns in the amplitude and phase 

are a prominent feature in these plots, such as those shown in 

Figure 9. The flame response amplitude shows interference 

patterns with 2 different length scales in most cases, behavior 

which is consistent with the presence of both acoustic and 

vortical disturbances in the underlying disturbance field. 

Although not shown here for reasons of space, analysis of the 

velocity data suggest that εa~(0.4-0.6)εv typically [9].  

We consider next several specific results, starting with 

Figure 9. Both velocity and flame position validation studies 

show that the interference patterns, such as crests and troughs, 

are captured by the model. The phases of both the predicted 

velocity and flame position phase are also captured well. The 

amplitudes in both studies are clearly different, by a factor of up 

to about two.  Similar types of results are also evident in Figure 

8.  

Closer examination of cases with different behaviors 

between theory and model emphasize the coupling of gain and 

phase in predicting either quantity.  For example, Figure 13(a) 

shows that the magnitude and spatial interference trends are 

qualitatively similar, but shifted in space relative to each other. 

This shift can be seen in the phase comparison of Figure 13(b) 

where the phase trend is similar, but there is a uniform phase 

shift. Although the magnitude is well captured, the shift in phase 

plays a major role in the prediction of the flame edge as can be 

seen in Figure 13(c).  

Analysis of Figure 17 also leads to similar conclusions.  

Although the amplitude comparison of Figure 17(a) shows that 

the trends are similar, the quantitative comparison shows a 

discrepancy in the region close to, but less than, x/λc~0.5. This 

is also the region where the phase trend in Figure 17(b) shows a 

large discrepancy. While the measured phase trend shows a 

rapid drop in phase, the predicted trend shows a rapid rise in 

phase (which would correspond to a disturbance with a phase 

speed pointed in the opposite direction of the flow). Similar 

conclusions can be drawn from the measured flame edge 

response shown in Figure 17(c). Here we can see a node in the 

flame response close to x/λc~0.5. The important controlling 

parameter for the amplitude behavior near the node is then 

controlled by the phase characteristics in this region.   

These analyses are ongoing, where we are also utilizing 

specified functional forms of u’n, in order to assess the 

sensitivity of the flame predictions to the disturbance field 

characteristics.  

 

Uniform mixture, 50 m/s, 477K approach flow,  

In phase forcing 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 8. – Velocity validation study using Eq.(11) with 

flame edge as input : (a) amplitude comparison, (b) 

corresponding phase comparison; Flame edge validation 

study using Eq.(12) with velocity as input : (c) amplitude 

comparison, (d) corresponding phase comparison. 

 

Uniform mixture, 50 m/s, 477K approach flow, 

Out of phase forcing 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 9. Velocity validation study using Eq.(11) with 

flame edge as input : (a) amplitude comparison, (b) 

corresponding phase comparison; Flame edge validation 

study using Eq.(12) with velocity as input : (c) amplitude 

comparison, (d) corresponding phase comparison. 
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Uniform mixture, 50 m/s, 644K approach flow,  

In phase forcing 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 10. Velocity validation study using Eq.(11) with 

flame edge as input : (a) amplitude comparison, (b) 

corresponding phase comparison; Flame edge validation 

study using Eq.(12) with velocity as input : (c) amplitude 

comparison, (d) corresponding phase comparison. 

 

Uniform mixture, 50 m/s, 644K approach flow,  

Out of phase forcing 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 11. Velocity validation study using Eq.(11) with 

flame edge as input : (a) amplitude comparison, (b) 

corresponding phase comparison; Flame edge validation 

study using Eq.(12) with velocity as input : (c) amplitude 

comparison, (d) corresponding phase comparison. 

 

Uniform mixture, 100 m/s, 755K approach flow,  

In phase forcing 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 12. Velocity validation study using Eq.(11) with 

flame edge as input : (a) amplitude comparison, (b) 

corresponding phase comparison; Flame edge validation 

study using Eq.(12) with velocity as input : (c) amplitude 

comparison, (d) corresponding phase comparison. 

 

Uniform mixture, 100 m/s, 755K approach flow,  

Out of phase forcing 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 13. Velocity validation study using Eq.(11) with 

flame edge as input : (a) amplitude comparison, (b) 

corresponding phase comparison; Flame edge validation 

study using Eq.(12) with velocity as input : (c) amplitude 

comparison, (d) corresponding phase comparison. 
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Rich on center, 50 m/s, 644K approach flow,  

In phase forcing 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 14. Velocity validation study using Eq.(11) with 

flame edge as input : (a) amplitude comparison, (b) 

corresponding phase comparison; Flame edge validation 

study using Eq.(12) with velocity as input : (c) amplitude 

comparison, (d) corresponding phase comparison. 

 

Rich on center, 50 m/s, 644K approach flow,  

Out of phase forcing 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 15. Velocity validation study using Eq.(11) with 

flame edge as input : (a) amplitude comparison, (b) 

corresponding phase comparison; Flame edge validation 

study using Eq.(12) with velocity as input : (c) amplitude 

comparison, (d) corresponding phase comparison. 

 

Rich on center, 100 m/s, 755K approach flow,  

In phase forcing 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 16. Velocity validation study using Eq.(11) with 

flame edge as input : (a) amplitude comparison, (b) 

corresponding phase comparison; Flame edge validation 

study using Eq.(12) with velocity as input : (c) amplitude 

comparison, (d) corresponding phase comparison. 

 

Rich on center, 100 m/s, 755K approach flow,  

Out of phase forcing 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 17. Velocity validation study using Eq.(11) with 

flame edge as input : (a) amplitude comparison, (b) 

corresponding phase comparison; Flame edge validation 

study using Eq.(12) with velocity as input : (c) amplitude 

comparison, (d) corresponding phase comparison. 



 9 Copyright © 2011 by ASME 

CONCLUDING REMARKS 
These data show that flame response characteristics at 

realistic engine conditions can be qualitatively captured from 

level set based calculations, given suitable knowledge of the 

disturbance field characteristics.  Further work is needed to 

improve quantitative predictive capabilities, but the discussion 

in this paper suggests that many of the reasons for disagreement 

are understood and simply require better time resolved 

measurements and inclusion of nonlinear effects.   
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