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ABSTRACT
In this paper numerical simulations of a confined, high

strained jet flame employing a detailed chemistry combustion
model are presented. Unlike other configurations available in
literature, the geometry under investigation presents the jet axis
shifted one side of the confining chamber in order to get non-
symmetric recirculation zones and a flame stabilization mech-
anism based on the recirculation of a high percentage of hot
combustion products. Fully three-dimensional unsteady simu-
lations are carried out with finite-rate chemistry effects included
by means of a detailed reaction scheme. Turbulence-chemistry
interaction is taken into account by employing a presumed PDF
approach, which is able to close species source terms by solv-
ing two additional transport equations. The use of the hybrid
RANS/LES SST-SAS turbulence model is able to include large
unsteady turbulent structures according to the local grid size
and flow conditions. The approach presented here allows an in-
depth investigation of flame stabilization mechanisms, ignition
phenomena and influence of recirculation regions on flame sta-
bility. Additional simulations adopting simpler combustion mod-
els (i.e. Eddy-dissipation Concept) are also presented in order
to assess the prediction capabilities of methods widely used in
design environments. The paper also includes experimental data
while comparison in terms of radial profiles at different heights
above the burner are provided.

∗Corresponding author (massimiliano.didomenico@dlr.de)

Introduction

During the past different approaches aiming to design low-
NOx combustion chambers for stationary gas turbines have been
proposed for different degree of success. One of the most
promising way to keep emission levels low and high degree of
efficiency is the so-called flameless or MILD combustion [1, 2],
where a non-swirled, high velocity reacting flow is stabilized by
the mixing with a high percentage of hot combustion products.
Because of dilution, maximum flame temperature is drastically
lowered without compromising the flame stability, as radicals
found in the recirculating gases are able to enhance flame prop-
agation speed and to decrease ignition delay times [3]. Thermo-
dynamic analyzes [4] showed that power plants using flameless
combustion and combined CCGT cycle with an heat recovery
steam generator may able to achieve efficiencies well above 60%.
A number of experimental [2, 5, 6] and numerical [7, 8, 9, 10]
works dealing with this combustion technology appeared in the
literature. Distinguish feature of these systems is a distributed
combustion regime, with radicals and intermediate species (CO,
H2) that are detected far downstream the burner exit and uniform
radiative fluxes coming from the whole medium. Under these
conditions natural gas and light oil seem to have similar behav-
iors [6] while a flame can be visually detected if heavy oils and
coal are burned. By means a well-designed combustion cham-
ber, Li et al. [11] demonstrated that there is a limited range of
mass flows under lean conditions that show a distributed reaction
region with very low CO and NOx emission indexes. Moreover,
even if such configurations are theoretically technically premixed
(fuel is injected right before the burner exit), CO and NOx emis-
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sion curves are near to those of fully premixed systems. The
only exception is represented by the behavior of CO near the
lean blow out limit, since CO emissions do not increase as it is
normally expected in premixed flames. Hydrogen containing fu-
els can also burn in flameless regime with NO emissions which
are almost independent from the amount of H2 contained in the
fuel [10]. In the work of Lückerath et al. [5] the influence of the
inlet velocities and hydrogen content on the CO and NOx emis-
sions in a high pressure FLOX R© burner was extensively inves-
tigated. It was found that one-digit emission could be achieved
for a wide range of air-fuel ratio and high inlet velocities. The
addition of hydrogen was able to extend the range of stable op-
eration, although an increase of NOx was observed. High power
density could be reached if particular care to the mixing pro-
cess was paid [12]. Unlike conventional gas turbine combustion
chambers, confinement effects are fundamental for establishing
a flameless regime, as it was shown in [11]. Wall-near treatment
can not be then considered of a secondary importance, as it nor-
mally done in standard combustion chambers.

Modeling and designing a combustion chamber where a sta-
ble and efficient flameless heat release takes place is far from be-
ing trivial. Because of the high strain rates attained in the mixing
layer and the intense stirring with hot recirculating gases, a dis-
tributed reaction regime is obtained, where most of the turbulent
combustion models for gas turbine applications may fail. De-
tailed chemical kinetics in conjunction with one-dimensional re-
action networks were used in the past [13] to investigate combus-
tion emissions and influence of the vitiated coflow in suppressing
pollutant formation. The whole process was divided into stirring,
ignition, combustion, post-combustion and dilution phase and it
was shown that the reduction of the ignition delay time due to
radicals available in the recirculating gases was responsible for
the flame stabilization mechanism. Detailed CFD analyzes cou-
pled with a two-steps eddy break up model were employed in
the past [2]. Those results showed that more detailed chemistry
models including hydrogen and CO were needed in order to re-
produce experimental temperature profiles. A conserved scalar
approach without radiation effects was used in Ref. [14] but the
comparison with experimental results reported in the same pa-
per showed that the flamelet approach is unsuited for this kind of
combustion regime, as it predicts reaction inside the mixing duct.
Conditional Moment Closure (CMC) approach was applied to
highly diluted combustion of a CH4/H2 mixture [8] with varying
O2 content in the hot coflow (3-9%). The approach was able to
give accurate predictions of first order quantities and fair agree-
ment of CO and NO concentrations for all but the case with the
lowest O2 content. Same conclusions were drawn in the work of
Christo and Dally [7] where several turbulence and combustion
models were applied to the same test case. In both papers the im-
portance of differential diffusion was addressed. To our knowl-
edge, no attempt was done to perform unsteady simulations of
flameless combustion in the literature.

Figure 1: EXPERIMENTAL TEST RIG

In this work a high-strained confined flame is simulated with
the use of a detailed chemistry combustion model coupled with a
hybrid RANS/LES model for the simulation of large scale turbu-
lent structures. The implementation of detailed chemistry makes
possible the investigation of finite-rate chemistry effects and the
assessment of the influence of the recirculation zone on the flame
stabilization. The hybrid RANS/LES model is able to continu-
ously switch between a RANS-like and a LES-like model accord-
ing to the local flow conditions and grid size, thus being able to
include the transport due to the large turbulent structures. This
aspect is of particular important in the test case under investiga-
tion, where the entrainment of hot combustion products in the
fresh mixture is fundamental for establishing a stable combus-
tion.

Test case under investigation
Experimental setup

The experimental test rig is shown in Fig. 1. As it was al-
ready presented in Ref. [15, 16], only few details are given here.
The burner consisted of a single jet nozzle with an inner diame-
ter d, and a combustion chamber with a rectangular cross section
with edge lengths of a× b = 5 d× 4 d and an overall height of
h = 60 d. The tip of the jet raised 2 d above the burner base
plate. The nozzle was positioned at 3.5 d distance from the com-
bustion chamber wall referring to the longer side, and centered at
2 d distance in perpendicular direction. The off-center arrange-
ment was selected to obtain a pronounced recirculation on one
side of the jet flow, thereby shaping a flow field in analogy to
the inner recirculation zone of a FLOX R©combustor. The walls
of the combustion chamber were quartz glass plates with reason-
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able thickness to minimize heat exchange with the surrounding.
As a result, the confined jet flames had mainly contact with hot
glass walls, providing a very good optical access in addition.

Both burner and combustion chamber were mounted on a
base plate and could be positioned relatively to the stationary
laser measurement setups. For quantitative results, laser Raman
scattering was applied to the flames and evaluated on an average
and single shot basis in order to simultaneously determine the
major species concentrations, the mixture fraction and the tem-
perature. The mixing of fuel (methane and hydrogen), air and
recirculated exhaust gas, as well as the reaction progress could
thus be spatially resolved. Planar velocity fields were measured
using particle image velocimetry (PIV).

The numerical simulations are performed under the follow-
ing conditions:

• atmospheric conditions p = 1 atm
• inlet velocity (bulk value) Vin = 150 m/s

• inlet temperature (obtained from thermocouple measure-
ments) Tin = 573 K
• Air/fuel ratio φ = 1.4 (lean regime for methane)

Numerical modeling
The CFD THETA code [17] actively developed at the In-

stitute of Combustion Technology of the German Aerospace
Center (DLR) is used for modeling the incompressible Navier-
Stokes equations by means a segregated, decoupled, low-Mach
approach. A second order, backward difference, non-iterative
projection scheme has been used for the time integration.

Turbulence modeling The hybrid RANS/LES SAS-
SST turbulence model has been used as turbulent closure in the
THETA code. This model has been firstly introduced by Menter
et al. [18, 19, 20] and used by other authors in the past [21]. Ac-
cording to their authors, the model is able to continuously switch
between the so-called (U)RANS and LES modes according to the
local flow conditions and grid cell dimensions. This is a large ad-
vantage for the simulation of complex configurations, for those
a well designed grid for fully LES can not be guarantee with-
out increasing the grid size beyond any affordable limit. From
the theoretical point of view, the SST-SAS turbulence model is
base of the k−L2 model rewritten in terms of k and ω. The well
established SST model [22] has been adapted

∂ρk
∂t

+∇(ρVk) = ∇(µT ∇k)+Sk (1)

∂ρω

∂t
+∇(ρVω) = ∇(µT ∇ω)+Sω (2)

and, besides production and destruction terms already defined in
Ref. [22], a key role is played by an additional FSAS terms

F1
SAS = ζ̂κS2 Lt

LvK
(3)

F2
SAS = C · 2

σφ

k ·max
(

1
ω2 ∇ω ·∇ω,

1
k2 ∇k ·∇k

)
(4)

FSAS = max
(
F1

SAS−F2
SAS,0

)
(5)

which indeed is to adapt µt (acting on ω) to the local flow condi-
tions. This term contains the so-called von Karman length scale
based on the ratio of the first to the second velocity derivative
(see [23, 24, 18] for details). If the grid and time step are fine
enough, the flow equations should be able to resolve small-scale
flow structures, thus the SAS term detects the unsteadiness and
increases the production of the dissipation rate ω.

Combustion modeling A finite-rate chemistry model
able to implement elementary and global reactions is used for
this work, as it allows to directly include chemical time scales. At
the same time, the general approach used to develop the species
transport equations make possible to perform chemical kinetics
analysis without changing the solver. The species transport equa-
tions can be written in differential form as follows

∂ρYi

∂t
+∇ ·

(
ρ~VYi

)
= ∇ · [(Dl +Dt)∇Yi]+Schem

i . (6)

A transport equation for the static enthalpy provides the thermo-
dynamic field needed to determine the temperature distribution.
The density field is determined according to the incompressible
form of the perfect gases law. Concerning the chemistry, a gen-
eral kinetic scheme with Ns species and Nr reactions yields the
following expression for chemical source term

Schem
i = Mi ∑

Nr
r=1

k fr (T )
Ns

∏
j=1

(
ρ

Yj

M j

)ν
′
jr

(7)

−kbr (T )
Ns

∏
j=1

(
ρ

Yj

M j

)ν
′′
jr

 . (8)

As multiple dynamics associated to this term may yield numeri-
cal stiffness, we implement a semi-implicit linearization

Schem
i

∣∣∣t+1
' St

i +∑
j

∂Si

∂Yj

∣∣∣∣t (Y t+1
j −Y t

j

)
(9)

An analytical expression for the Jacobian term
(

∂S
∂Y

)
is used.
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Non-linear behavior of Eq. (7) with respect temperature and
species mass fractions also implies a large influence of their fluc-
tuations on the averaged form of Eq. (6). As a closure method
based on linearization of this term cannot work [25], an assumed-
PDF framework is preferred here. In this approach temperature
and species PDF distributions are presumed and are function of
their low-order moments, namely mean and variance. Assuming
statistical independence of stochastic variables, a split PDF can
be formulated

P{T,Y}= fT (T ) fY (Y)dϑdΨ (10)

which enables a separate treatment of the terms in Eq. (10).
Thus, the averaged form of the source term can be calculated
as given in [26].

For the temperature PDF distribution a clipped Gaussian
function is assumed [17]

f
(
T̂ ;〈T 〉 ,σT

)
= Cmδ(Tm)+ fg

(
T̂ ;Tg,σg

)
+CMδ(TM) (11)

fg
(
T̂ ;Tg,σg

)
=

1√
2πσg

exp

[
−
(
T̂ −Tg

)
2σg

]
. (12)

Coefficients of the Dirac’s delta in Eq. (11) are proportional to
the corresponding clipped areas. According to the distribution’s
moments, clipping may not be symmetric and moments of the
clipped and unclipped distributions may differ. For this purpose
a Newton-Rapson method which exploits PDF properties [27] is
used to find Tg and σg.

Arrhenius functions are averaged with the obtained PDF by
a standard Simpson-like quadrature method. In place of look-up
tables, integrated functions are cast into a canonical Arrhenius
form

〈
k fr
(
T̂
)〉
' A fr (IT )〈T 〉αr(IT ) exp

(
−Ear (IT )

ℜ〈T 〉

)
(13)

where the interpolated Arrhenius coefficients are function of the
temperature fluctuation intensity [28]

IT =
√

σT

T
. (14)

Instead of memory-consuming interpolation tables, in this work
polynomial functions of n-th order (up to 14th) in IT space are
used to fit each coefficient [17].

Beside a transport equation for the mean enthalpy, an addi-
tional equation for temperature variance [29]

∂(〈ρ〉σT )
∂t

+∇ · (〈ρ〉σT 〈V〉) = ∇ ·
(

µt

PrσT

∇σT

)
+SσT (15)

with

SσT = 2
µt

PrσT

‖∇〈T 〉‖2−CσT 〈ρ〉
σT

τt
(16)

is solved in order to completely determine the Gaussian distri-
bution of Eq. (11). Eq. (15) is derived from the incompressible
form of the enthalpy equation [30] neglecting the influence of the
turbulence fluctuations on the temperature-enthalpy relation and
temperature-source term correlations.

A multi-variate β-PDF [31]

P
(

Ŷ;〈Y〉,σY

)
=

Γ

(
∑

Ns
j=1 β j

)
∏

Ns
j=1 Γ(β j)

Ns

∏
j=1

(
Ŷj

)β j−1
δ

(
1−

Ns

∑
j=1

Ŷj

)
(17)

is adopted to take species fluctuations into account. Advantages
in using this approach are given in [31, 32] . In Eq. (17) the PDF
depends to the so-called turbulent scalar energy

σY =
Ns

∑
i=1

〈
Y
′′2
i

〉
(18)

where βi is function of mean mass fractions and σY

βi = 〈Yi〉

[
∑

Ns
j=1

〈
Yj
〉(

1−
〈
Yj
〉)

σY
−1

]
(19)

and is limited in the interval [0,1]. From βi and σY the variance
of a single species can be obtained from

〈
Y
′′2
j

〉
=

〈
Yj
〉
−
〈
Yj
〉2

∑ j β j +1
. (20)

In order to determine the turbulent scalar energy and hence the
species PDF, the following transport equation

∂(〈ρ〉σY )
∂t

+∇ · (〈ρ〉σY 〈V〉) = ∇ ·
(

µt

PrσY

∇σY

)
+SσY (21)

where

SσY = 2〈ρ〉 µt

PrσY

Ns

∑
j=1

∥∥∇
〈
Yj
〉∥∥2−CσY 〈ρ〉

σY

τt
(22)

is solved.
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Figure 2: SIMULATION INSTRUMENTATION DETAILS

Coefficients CσT and CσY in Eqs. (15) and (21) represent the
ratio between dissipation of turbulent kinetic energy and temper-
ature or species fluctuations. After previous comparisons with
experimental flames [17] the choice CσT = CσY = 2.0 provides a
good agreement for jet diffusion flames.

For sake of comparison with established models in indus-
trial environment a global mechanism consisting of three stoi-
chiometric reactions [33] for the combustion of methane and CO
is formulated as follows

CH4 +
3
2

O2 → CO+2H2O (23)

CO+
1
2

O2 → CO2 (24)

CO2 → CO+
1
2

O2 (25)

This mechanism is used within the framework of an EDC com-
bustion model [34], with reaction rates calculated as minimum
between the chemical and turbulent counterparts

RR = min(RRc,RRt) (26)

where RRc is directly derived from an Arrhenius expression

RRc = ArT αr exp
(
− Ear

ℜT

)
∏

j
[C j]

ν jr (27)

while RRt is the turbulent reaction rate proposed by Magnussen
and Hjertager [34] which is related to the turbulent time scale τt
obtained from k and ω as solver in the SAS-SST model.

Numerical setup
The domain included in the numerical simulations is repre-

sented by the inlet pipe (a length of 10 diameters are included)

and the complete squared section combustion chamber. A fully
hexaedral grid of about 5.6 million grid elements is used with
more points put in the shear layer regions. A reason for the in-
troduction of a large portion of the inlet pipe in the domain is
the well known influence of the inlet boundary conditions on the
the performance of LES and hybrid RANS/LES turbulence mod-
els [35]. By displacing the inlet boundary far from the chamber
inlet, the onset of turbulent fluctuations due to pipe walls is pro-
vided. At the outlet all but pressure values are extrapolated from
the interior points with no ad-hoc non-reflective boundary con-
ditions. As this surface is well far from regions where intense
mixing and rotational flow can be found, these simplifications
are not expected to have any impact on the results. The simula-
tions are carried out with a time step of 5 · 10−7s (CFLmax ' 1)
and up to three residence times (t = 0.05) have been computed in
order to get statistically converged means and fluctuation quan-
tities. The methane combustion is described by the reduced GRI
mechanism DRM-19 [36] including 19 reacting species and 84
reactions.

Additional monitor points and profiles orthogonal to the
main flow directions have been defined (Fig. 2). A series of
monitor points are placed along the prolongation of the pipe axis,
along the lines on which highest gradients are expected and in the
main recirculation region. In Fig. 2 the most interesting locations
are superimposed to an instantaneous temperature field. Profiles
orthogonal to the pipe axis are extracted at 1d, 2d, 5d, 10d and
15d above the pipe exit, as shown in the same picture.

All CFD simulations have been run on the JUROPA cluster
(located in Jülich, Germany) consisting of node having pairs of
quad-core Xeon X5570 processors with Infiniband QDR connec-
tion. Starting from the unsteady EDC solution presented below,
the finite-rate chemistry simulation takes around three weeks on
64 processors (8 nodes) to get converged statistics.

Results
Two-dimensional fields

Instantaneous fields of temperature, velocity and gradient
of the progress variable on the chamber symmetry plane as ob-
tained from the detailed chemistry model with the assumed PDF
approach are given in Figs. 2 and 3. The velocity vector dis-
tribution (Fig. 3a) clearly shows the potential core due to the
incoming fresh mixture and the instabilities arising in the re-
gion where a strong mixing with the hot combustion products
takes place. The intensity of these instabilities increases along
the chamber and yields the formation of isolated pockets of fresh
mixture surrounded by hot gases (see Fig. 2). A peculiarity of
this flame is the asymmetric position of the pipe with respect the
chamber axis, asymmetry which is reflected on the large tem-
perature difference between the upper and the lower shear lay-
ers. The constant temperature wall boundary condition imposed
at the chamber walls is therefore responsible for the large heat
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(a) AXIAL VELOCITY VECTOR

(b) GRADIENT OF THE PROGRESS VARIABLE

Figure 3: INSTANTANEOUS DISTRIBUTIONS ON THE
CHAMBER SYMMETRY PLANE

(a) x = 10 mm (b) x = 20 mm

(c) x = 50 mm (d) x = 100 mm

Figure 4: DISTRIBUTION OF THE AXIAL VELOCITY AT
DIFFERENT HEIGHTS ABOVE THE BURNER. FOR THE
LEGEND SEE FIG. 3a.

(a) AXIAL VELOCITY

(b) TEMPERATURE

(c) GRADIENT OF THE PROGRESS VARIABLE

Figure 5: AVERAGE DISTRIBUTIONS ON THE CHAMBER
SYMMETRY PLANE

losses, as observed in Fig. 2. Figs. 2 and 3a also outlines that
there is a “dead” region in the upper left part of the chamber
(x ∈ [−1.5d,0] ,y ∈ [1d,3.5d] mm) where combustion products
are trapped and become significantly colder. In order to empha-
size regions where intense mixing and eventually reactions take
place, gradients of the progress variable

c = 1− CH4

CH4|in
(28)

are shown in Fig. 3b. From the plot it is clearly observed that the
mixing process does not take place along a single flame front but
in local sheets discontinuously distributed. The layer orientation
also changes according to the region considered: while near the
pipe exit highest gradients are orthogonal to the x−axis, down-
stream the layer orientation becomes more chaotic with highest
gradients parallel to this direction.

Figure 4 shows the instantaneous axial velocity on slices
taken at four heights above the pipe exit. The black line links
all points at Vx = 0, thus delimiting the recirculation region. As
expected, a complex pattern is observed with several recirculat-
ing regions spread around the central jet. Although recirculating
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gases are mainly found in the upper region of the combustion
chamber, strong negative velocities also appear in the lower re-
gion. Another important feature of this zone is the intermittency
of the recirculation, as it can be observed if Figs. 4b and 4c are
compared.

Averaged fields are given in Fig. 5 for velocity, temperature
and gradient of the progress variable. The axial velocity distri-
bution clearly shows the potential core structure typical of un-
confined and confined jets. The asymmetric position of the pipe
with respect to the chamber has an impact on the core jet which
is indeed bent toward the farthest wall. According to the temper-
ature distribution shown in Fig. 5b a non-symmetric hot zone is
obtained. While a very thin flame front is observed in the lower
shear layer, the upper recirculation zone shows peak tempera-
tures away from the region where the mixing takes place. The
dead zone introduced above experiences a significantly lower
temperature for the reasons explained above. The penetration
of fresh mixture is about 17 jet diameters, a very low value if
compared to free jet configurations.

The gradient of averaged progress variable are plotted in Fig.
5c. Maximum values are smaller than what observed in the in-
stantaneous distribution and are exclusively located near the pipe
exit. Strong fluctuations and mixing layer instabilities also yield
a very thick mean mixing and reaction layer.

1-D profiles
A detailed validation of the combustion model against ex-

perimental data presented in a companion paper [16] in terms of
normalized profiles at different locations above the pipe exit, as
shown in Fig. 2.

The averaged axial and transverse velocity profiles at the five
different locations are plotted in Figs. 6a and 6b. At x = 1 d an al-
most perfect agreement with the PIV measurements is achieved,
showing that boundary conditions are well posed. It is worth to
point out that the simulations performed in this paper do not in-
troduce any kind of synthetic turbulence at the inlet (as proposed
in Ref. [35]). Thus, the agreement achieved by the simulations
demonstrate that hybrid LES/RANS models do not need a spe-
cial treatment at inlet boundaries. The agreement remains excel-
lent until x = 10 d, where first discrepancies appear. The fact
that even transverse velocities are well reproduced is remarkable
since a large difference between axial and transverse momentum
exists. Kinematic field predictions do not seem to be affected
by the combustion model, as both the simple EDC and the more
detailed finite-rate combustion (hereafter FRC) models give pro-
files lying within the same degree of accuracy. First differences
start to appear at x = 15 d with the detailed combustion model
able to better follow the experimental trend.

Averaged progress variable and temperature profiles are
given in Figs. 6c and 6d. For both quantities the differences be-
tween the EDC and finite-rate combustion models are clearly ob-

served. Referring to Fig. 6c, at lower locations (x = 1,2 d) both
models are able to predict flame width and propagation. Starting
from x = 5 d the EDC model over predicts the reaction rate while
the detailed chemistry model is able to follow the Raman mea-
surements. Discrepancies observed at the last location (x = 15
d) can be related to an insufficient grid resolution, as the mesh
density exponentially decreases from the pipe exit towards the
outflow. Temperature profiles (Fig. 6d) confirms the accuracy of
the detailed combustion model with excellent predictions at all
locations. It is worth to observe while the EDC model is based
on the transport of few species (oxidizer, fuel and combustion
products), it is able to reach the correct thermodynamical equi-
librium, as the agreement with the experiments in the upper part
of the temperature profiles demonstrate.

Rms profile of velocity and progress variable are shown in
Fig. 7. The rms profiles of both velocities at x = 1 and 2 d do not
seem to be affected by the combustion model as both EDC and
FRC approaches are able to reproduce peak position and values.
Further downstream (x ≥ 5 d) no clear trend can be recognized,
with some regions whether the FRC model or the EDC model are
able to give accurate predictions of the rms values.

Figure 7c shows the rms value of the progress variable cal-
culated as follows

[
(c”)2

] 1
2

=

[(
Y ”

CH4

)2
] 1

2

YCH4 |inlet
(29)

Predictions given by the FRC model (green dashed line) are in
good agreement with the experimental data. In all plots both peak
position and level are correctly predicted. The bimodal distribu-
tion experimentally observed until x = 10 d is also reproduced.
Some discrepancies are observed at x = 1 d for y < 0 where the
rms peak is over predicted. An excellent agreement is also ob-
tained at x = 15 d.

Predictions given by the EDC combustion model are given
in the same figure for comparison. Large discrepancies between
the prediction given by the EDC model and the experimental data
can be observed at locations higher than 1 d. While the measure-
ments at x = 10 d still show a bimodal distribution, the simula-
tion adopting the simplified EDC model predicts a single peak
with values largely above the experimental levels. On the other
hand, at x = 15 d the damping of progress variable fluctuations
is largely over predicted.

Time behavior analysis
In this Section a detailed analysis of the flame regime at dif-

ferent location of the combustion chamber is presented and dis-
cussed. To this purpose data extracted at the locations shown in
Fig. 2 are compared with laminar free flame calculations per-
formed with the open-source software Cantera [37] adopting the
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Figure 6: COMPARISON WITH EXPERIMENTAL DATA - NORMALIZED AVERAGED QUANTITIES (SYMBOLS: EXPERI-
MENTS, SOLID LINE: EDC MODEL, DASHED LINE: DETAILED CHEMISTRY WITH ASSUMED PDF MODEL)

GRI 3.0 mechanism [38], which is by far more comprehensive
than its reduced version (DRM 19) used in the CFD calcula-
tions. However, we do not expect any difference concerning the
laminar free flame calculations, as both mechanisms were vali-
dated for these configurations. As it is known that hot recircu-
lating gases play an important role in the investigated configura-
tion, these calculations are performed with a variable amount of
hot combustion products that are adiabatically mixed to the inlet
fresh mixture, as sketched in Fig. 8. Recirculation ratios rang-
ing from 0% up to 50% (step 10%) are simulated and results are
plotted on an H2O-CO2 mass fraction space.

Figure 9 shows the laminar flame and monitor point data
for several locations in the combustion chamber. In all plots six

lines for recirculation ratios 0,10,20,30,40 and 50% are shown.
The origin of each line represents the initial mixture condition
(origin of the axis if no recirculation is considered, higher CO,
H2O values otherwise) while the other end point is determined
by thermodynamic equilibrium. Since the mixing between fresh
gases and hot combustion products is assumed to be adiabatic,
all calculations reach the same point. The line which would join
the origin of the diagram with the equilibrium location would
give all CO2-H2O locations where only mixing between the fresh
mixture and hot combustion products takes place. On the other
hand, any location above this line (and below the calculation at
0% recirculation rate) would represent a fluid particle where, at
least partially, combustion is taking place.
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Data extracted from three monitor points placed on the pro-
longation of the jet axis are shown in Fig. 9a. It can be seen that
all samples from the point nearest to the pipe exit lie on the mix-
ing line, i.e. no reacting pockets are observed. Although most of
them show CO2 and water concentrations well below the equilib-
rium values, there is a non-negligible amount of samples near the
equilibrium condition. At 16 d above the burner larger spread-
ing of the sample conditions is observed, with all points showing
a degree of mixing with hot gases higher than 50%. The de-
gree of scattering also depends on the CO2 mass fraction, with a
broader sample distribution observed for YCO2 < 0.06. Samples
with higher CO2 concentrations are concentrated along the lami-
nar flame profile, meaning that most of them are pockets of burn-
ing mixture. At the highest location given in the plot (x = 24 d)
almost all samples are in equilibrium conditions with only very
few burning samples.

A comparison of samples extracted from three points placed
in the upper shear layer can be seen in Fig. 9b. Samples belong-
ing to the nearest location are mainly on the mixing line, although
some reacting spots can be detected at high CO2 concentrations
(i.e. high temperature). At x = 12 d all thermodynamic condi-
tions range from mixing-only to burning mixture are observed.
It is worth to note that samples move away from the mixing line
as CO2 increases, unlike what it is observed for point D. Thus,
at this stage the mixing process between hot and cold flow par-
ticles promotes auto-ignition with no inert samples available. At
monitor point F a degree of recirculation which in some cases ap-
proaches 50% is shown. As in Fig. 9a, samples with higher CO2
concentrations are aligned along the laminar free flame solution.

Figure 9c shows data extracted from monitor points placed
along the lower shear layer at the same heights as for Fig. 9b.
When compared to the latter it can be seen that the lower loca-
tions (D, H) have similar thermodynamic conditions, although
the scattering of the H samples is slightly higher. Some differ-
ences are also observed for the height x = 12 d (point E and I),
in particular in the tail of distribution at low CO2 with point E
showing a large number of samples with lower CO2 and water
mass fractions. The asymmetric behavior of the flame is clearly
seen if samples from point F and J are compared, since the latter
have most of samples in equilibrium conditions.

The remaining plots (Figs. 9d-9f) put together monitor
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points lying at the same height above the pipe exit but at dif-
ferent distance from the jet axis. When Figs. 9d (x = 6 d) and 9e
(x = 12 d) are compared, effects of the entrainment of hot prod-
ucts into the jet at the downstream location can be clearly seen.
As height increases the mixture become more reactive and sam-
ples are more scattered. Moreover, almost no inert pockets are
observed at CO2 concentrations near equilibrium (YCO2 > 0.08).
The last plot (Fig. 9f) is a comparison between monitor points K
and L which are placed above and below the jet axis. The dif-
ferences at low CO2 mass fractions are due to larger structures
present in the upper recirculation zone which are responsible for
entrainment of fresh mixture pocket in the hot zone. This in turns
promotes the reactivity of the samples (measured by the scatter-
ing of the distribution) while in the lower region the diagram
demonstrates that a mixing-only process takes place.

Conclusions
In this work hybrid LES/RANS simulations of a high

strained, turbulent premixed flame have been performed and re-
sults deeply investigated. It has been found that the coupling
of the SST-SAS model with a finite-rate chemistry combustion
model is able to reproduce experimental observations and mea-
surements, as both averaged and rms values are in excellent
agreement with the PIV and Raman data. On the other hand,
predictions given by the EDC model do not always match the ex-
perimental data since finite-rate chemistry effects like extinction
and re-ignition play a fundamental role in the case under investi-
gation. It has been also demonstrated that the algorithm is able to
give insights in the flame stabilization mechanism and combus-
tion regime. By means a comparison with laminar free flame cal-
culations, samples taken from several points in the combustion
chamber regions have been investigated and conclusions about
the influence of the recirculating gases could be drawn. It can be
then concluded that although expensive, the unsteady finite-rate
chemistry model represents a unique way to investigate flame
regimes and flame-flow interaction within combustion devices.
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