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ABSTRACT
This study focus on the experimental determination of the

Flame Transfer Function (FTF) which can be used to analyze
acoustic induced combustion instabilities. In the present work
random non-harmonic velocity signals are generated to perturb
the flame. This method enables to rapidly determine the FTF
compared to other techniques and improves the frequency reso-
lution. A System Identification (SI) technique is applied to model
the frequency response of different components of the test bench.
It is firstly used to impose a white noise velocity signal at the
burner exit, with a tunable perturbation level. SI tools and spec-
tral analysis are used to reconstruct the FTF of a laminar conical
flame. Experiments are conducted for different operating condi-
tions and forcing levels. Results are compared with those ob-
tained by harmonic modulations of the flow. They closely match
over a large frequency range for small perturbation levels. The
limits of the technique are examined when the modulation ampli-
tude is increased.

NOMENCLATURE
FTF Flame Transfer Function
G Gain of the FTF
ϕ Phase of the FTF
v′ Velocity perturbation
Q̇′ Heat release rate perturbation
FDF Flame Describing Function
SI System Identification
FIR Finite Impulse Response

∗Address all correspondence to this author.

IIR Infinite Impulse Response
LDV Laser Doppler Velocimetry
PSD Power Spectral Density

INTRODUCTION
Acoustic induced combustion instabilities are generated by

a strong coupling between the flame dynamics and the burner
acoustics [1]. They generally take the form of a limit cycle
characterized by a certain oscillation frequency and amplitude
reached by the flow variables within the combustor. Prediction
of these unstable modes and their corresponding oscillation am-
plitudes are important to capture the overall effects of these insta-
bilities on the combustion chamber. As different efficient meth-
ods were developed to determine the frequency response of the
combustor and the corresponding eigenmodes [2–4], research is
mainly focused on flame dynamics. Early work in rocket engine
instabilities established a link between pressure and the heat re-
lease rate fluctuations through a simple model. Those two quan-
tities were linked by an interaction index n and a time delay τ,
leading to the well-known n− τ model [5].

To gain more insight into the mechanisms governing the
flame dynamics under self-sustained oscillations, the frequency
response of the flame submitted to imposed flow rate or mixture
composition fluctuations can be examined. The Flame Transfer
Function, linking these flow perturbations to the resulting heat
release rate fluctuations, has been proven to be a reliable tool to
predict the occurence of thermo-acoustic instabilities in generic
or practical configurations. It is usually expressed in terms of a
gain G and a phase ϕ which define the ability of the flame dy-

1 Copyright c© 2011 by ASME

Proceedings of ASME Turbo Expo 2011 
GT2011 

June 6-10, 2011, Vancouver, British Columbia, Canada 

GT2011-45881 



namics to positively feed energy back into the burner acoustics
as a function of the modulation frequency. This response can be
determined theoretically [6–8] or numerically [9] in a few cases,
but in many applications, an experimental determination of the
FTF is required [10–12]. Although mixture composition oscil-
lations were shown to be an important phenomenon to take into
account [13,14], only the response of flames submitted to veloc-
ity perturbations are considered in the following. The methodol-
ogy developed in this study is tested and validated in a generic
configuration corresponding to a laminar conical flame.

Theoretical and experimental analysis of the response of
premixed laminar conical flames have shown that the FTF
strongly depends on the perturbation frequency. In [15, 16], it
is shown that this flame acts as a low-pass filter, meaning that the
gain vanishes for large frequencies, whereas a unity gain is found
at low forcing frequency [6,7,17,18]. Experiments have pointed
out a linear increase of the phase ϕ of the FTF as the forcing fre-
quency is increased [7,19,20], which can be captured by includ-
ing the convective nature of the velocity field [8,9,21,22]. Recent
work also clearly indicates that the gain is decreasing [23] and the
phase slope is changing [24, 25] when the perturbation level in-
creases. This in turn may modify the combustor stability because
the flow disturbances level and phase lag with respect to heat re-
lease rate oscillations change. To take into account this amplitude
dependent response, a Flame Describing Function (FDF) concept
can be introduced [26] which describes the flame response as a
function of the frequency and input level. The FTF from a lam-
inar conical flame is thus very sensitive to slight variations of
the perturbation frequency and disturbance level. It constitutes
a good configuration to test and validate different experimental
methodologies to determine the FTF.

The FTF is generally determined by imposing harmonic ve-
locity modulations characterized by Laser Doppler Velocimetry
(LDV), two-microphones technique or hot wire probe anemom-
etry. A photodiode enables to determine the resulting heat re-
lease rate fluctuations [10–12]. These signals are gathered and
post processed by calculating the cross- and auto-power spec-
tra to obtain the FTF. The same type of procedure can be used
to determine the FDF based on harmonic incoming velocity sig-
nals, but the level of excitation should be kept constant over the
forcing frequency range. The measurements are then repeated to
obtain a set of FTF at different forcing levels.

Lately, new ways to determine Transfer Functions in aeroac-
coustics have been used to determine this frequency response
with numerical simulations. Following the theory of System
Identification (SI, see [27] for an extensive description), these
methods require the use of broadband or impulse signals to per-
turb the system (Fig. 1). The time series data of velocity and heat
release rate can then be used to retrieve the coefficient of a filter
approximating the FTF. In [3], the auto- and cross-correlation
matrices have been numerically computed and the inversion of
the Wiener-Hopf equation was performed :

Figure 1. Different input signals can be used to determine the FTF, such
as harmonic signals, unit impulse or random signals.

Γh = c (1)

where Γ is the auto-correlation matrix of the velocity signal
and c is the cross-correlation matrix of the heat release rate per-
turbation and the velocity perturbation signals. This leads to the
unit impulse response h of the system, which z-transform is the
acoustic transfer function approximated as a Finite Impulse Re-
sponse (FIR) filter. The same tools [28] were used, but coupled
to several broadband noisy signals to modulate the flame and re-
trieve the FTF with a good accuracy except in the low frequency
range. A space-dependent FTF was numerically approximated
in [29] using a sum of random-phase sinusoids to modulate the
flow and an Infinite Impulse Response (IIR) filter using an auto-
regressive exogeneous model to compute the filter coefficients.

In the present work, these alternative methods are tested to
determine the FTF of a conical flame. It is shown that random
velocity perturbations can be used instead of harmonic signals
to obtain results with a better frequency resolution in a shorter
time. The theoretical framework of determination is explained.
Spectral analysis is first used to compare results obtained with
harmonic and random velocity perturbations. The SI tools are
then used to retrieve the coefficents approximating the FTF as an
IIR filter. After a description of the experimental setup, a pro-
cedure to control the velocity forcing signal at the burner nozzle
outlet will be detailed. This method enables to use a nearly white
noise signal as the forcing input. FTF determined with this forc-
ing signal will be compared to that obtained using classic har-
monic velocity modulations. Effects of the input level are then
examined together with a sensivity analysis based on the sam-
pling time and the number of coefficients used to built the filter
that models the burner response.
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1 FLAME TRANSFER FUNCTION DETERMINATION
The FTF is computed from the gathered time series of the

input signal, namely the velocity perturbation at the flame base,
and the output signal corresponding to the heat release rate per-
turbations measured by a photomultiplier. The type of forcing
signal is an important aspect of the methodology and can take
different forms. Two kinds of forcing signal are tested here.

To analyse the flame response in the Fourier space, a set
of harmonic velocity perturbations v′(t) can be used at different
forcing frequencies. These signals are defined by an amplitude ṽ
and a real angular frequency ω so that v′(t) = ℜ{ṽe−iωt} where
ℜ, ṽ and ω respectively stands for the real part of a complex num-
ber, the amplitude and the angular frequency of the perturbation.

However, the measurement process, by sweeping frequen-
cies over the range of interest, is fairly long and can be improved.
Multi-tone signals have been proposed as alternative techniques
to excite the flame. Imposing random multi-tone velocity per-
turbations enables to modulate the flame over a large frequency
range. This can be used to obtain the whole FTF at once, but also
to increase the frequency resolution of the FTF. In the following,
a white noise signal will be used as a random multi-tone signal,
which is defined by:

v′(t) = ṽ.rand[−1,1] (2)

where ṽ is the perturbation amplitude and rand[−1,1] stands
for a random number generator which results are statistically uni-
formly or normally distributed over the interval [-1,1]. The use
of a white noise signal here enables to excite the flame with an
equally distributed power over a large range of frequencies. This
has already been used in numerical simulations but raises some
experimental difficulties which must be overcome as further de-
scribed in this study.

The FTF gain G and phase ϕ are then computed, at a par-
ticular forcing angular frequency ω for a harmonic modulation
using the auto- and cross-power spectral densities of the velocity
and heat release rate signals:

F (ω) =
Sv′,Q̇′(ω)
Sv′,v′(ω)

= G(ω)eiφ(ω) (3)

This method has been widely used to compute FTF. For ran-
dom modulations, post-processing techniques were also devel-
oped to compute the FTF. Cross-power spectral density analysis
is a natural choice to examine the response. The use of a random
input signal enables to determine the FTF over a wide frequency
range and the auto and cross-power spectral densities of the input
v′ and output Q̇′ signals can still be computed. Long windowed

time series along with averaging techniques are needed to reach
statistical convergence :

F (ω) =
1
N

N

∑
k=1

Sk
v′,Q̇′(ω)

Sk
v′,v′(ω)

(4)

where N is the number of time series which has been col-
lected.

SI methods can also been used to compute a linear FTF from
time series of the input (incoming velocity perturbations) and
output (heat release rate perturbations) signals. The IIR method
is used in the following to determine the system impulse re-
sponse. This impulse response h(t) completely defines a linear
process :

Q̇′(t) =
Z +∞

−∞

h(τ)v′(t− τ)dτ (5)

where v(t) and Q̇′(t) are the input and output signals of the
process. This equation can be approximated in a discrete form
by:

Q̇′n +a1Q̇′n−1 + ...+anaQ̇′n−na

= b0v′n +b1v′n−1 + ...+bnb v′n−nb
+ e(t)

where v′i and Q̇′i are the sampled input and output signals, ai
and bi stand for the reverse and forward coefficients, na and nb
define the order of the model and e(t) the noise disturbance. A
sufficient number of coefficients na and nb has to be chosen to
take account of the largest time lag involved in the system. This
point will be further examined for the FTF determination. This
leads to an approximation of the FTF as an IIR filter of the form
:

F (ω) =
∑

nb
k=0 bkz−k

∑
na
k=0 akz−k (6)

where z = exp(iω).
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Figure 2. Experimental setup for FTF determination.

2 EXPERIMENTAL CONFIGURATION
The configuration studied here is presented in Fig. 2. It fea-

tures a cylindrical feeding manifold equiped with a laminariza-
tion grid and a convergent nozzle used to reduce remaining tur-
bulent fluctuations and to get a nearly uniform top-hat velocity
profile at the burner exit. This burner exit is circular, of radius
R = 11 mm. The bottom of the burner is also equipped with
a loudspeaker to impose harmonic or random velocity perturba-
tions in the feeding manifold and at the base of the flame. By
changing the mixture flow rate, the mean bulk velocity at the
burner exit can be imposed. The CH4-air mixture is perfectly
premixed before entering the manifold and was fixed to an equiv-
alence ratio φ = 1.03, which sets the laminar burning velocity to
SL = 0.39 m.s−1.

The loudspeaker signal input, velocity and heat realease rate
time series are all recorded with a National Instrument analog-to-
digital converter board controlled by the Labview software. The
sample frequency is 4096 Hz. The velocity signal is measured by
LDV at the base of the flame, 2 mm above the burner exit on the
burner axis. A photodiode (PM) equipped with an OH* filter is
used to collect the chemiluminescence emission from the flame,
which is proportional to the heat release rate [30]. The Labview
software is also used to post-process these data, and to generate
the forcing signal with a sample frequency of 4096 Hz. This sig-
nal is sent to an amplifier which drives the loudspeaker (Fig. 3).
An home-made Labview program was developed to enable an
easy sweep of the perturbation frequency and amplitude. Differ-
ent filters are also used to control the flow perturbation produced
at the burner exit. This last point is detailled in the next section.

Figure 3. Scheme of the system set up to obtain uncontrolled (leftside)
and controlled (rightside) flow modulations v′ at the burner exit.

Loudspeaker, amplifier and burner Transfer Function
The white noise signal generated with the Labview software

is sent to an amplifier followed by a loudspeaker to modulate the
flow in the burner cavity. Preliminary experiments were focused
on characterizing the resulting velocity pertubation signal at the
burner exit. When the flow is acoustically forced with a harmonic
signal, the flow is also responding harmonically as expected. In
this case, the amplitude of the velocity modulation can be mea-
sured by LDV and tuned to keep the same forcing level for each
frequency investigated. When random broadband velocity fluc-
tuations are synthesized, the situation is different. The response
can be first characterized by plotting the velocity power spec-
trum at the burner outlet and compared with the power spectrum
generated by the signal generator (Fig. 4a).

This figure indicates a significant difference between the
perturbation level of the resulting velocity modulations over the
frequency range of interest. This signal does not correspond
to white noise but features a colored spectrum. This is due to
the combined responses of the loudspeaker, amplifier and burner
which filter the perturbations and can be characterized by a trans-
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Figure 4. Power Spectral Densities of a) (—) the random broadband sig-
nal L′1 and (- - -) the uncontrolled velocity perturbation v′ b) (—) the ran-
dom broadband signal L′1, (...) the filtered broadband signal L′2 and (- - -)
the controlled velocity perturbation v′. The Nyquist frequency, fs, is here
equal to 2048 Hz.

fer function H (ω) (Fig. 4a)) that must be determined.
SI tools are then firstly used to characterize the transfer func-

tion H (ω) of the elements formed by the amplifier, the loud-
speaker and the burner. By using a white noise signal generated
with the Labview software and gathering the induced velocity
time serie at the burner exit, it is possible to determine the trans-
fer function H (ω) defined as follows :

H (ω) =
v′/v̄
L′1

(7)

where L′ stands for the Labview-generated white noise sig-
nal used as an input to the amplifier. A total of na = 50 and
nb = 50 filter coefficients were used to reach a good estimation
of H (ω). As shown in Fig. 4a, this frequency response features a
pass band filter where frequencies under 80 Hz and above 200 Hz
are greatly damped. A correction needs to be applied to compen-
sate the effect of the amplifier and the loudspeaker in the Fourier
space.

To obtain a white noise velocity signal at the burner out-
let, the inverse transfer function H −1(ω) was first applied to the
Labview white noise signal. The resulting signal clearly showed
that H −1(ω) was unstable - some of its zeros were out of the
unit circle -. To cope with that issue, we choose to compute the
minimum-phase inverse transfer function H −1

mp (ω) which is a sta-
ble transfer function that has the same exact gain as H −1(ω) but
a different phase (see [31] for details). As we are here dealing
with random phase signals, inverting the magnitude of H (ω) to
obtain a nearly-white-noise velocity signal is essential whereas
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Figure 5. FTF obtained through harmonic and random velocity modula-
tion and cross-correlation techniques, for a relative rms velocity perturba-
tion of vrms/v̄ = 0.04.

the phase of the resulting velocity signal is of less importance.
This new filter H −1

mp (ω) features now a stable response with
smooth transitions between frequencies but it still contains too
high frequencies with significant power spectral densities. This
can easily be removed by first applying a low pass filter.

We choose a 20th order Butterworth filter with a cut-off fre-
quency of 500 Hz. This provides an almost flat frequency re-
sponse up to 500 Hz and removes the upper frequencies well
above the cut-off frequency of the flame response. The PSD of
the resulting velocity signal is shown in Fig. 4b. It exhibits a
nearly uniform power density over the range of frequency of in-
terest. The difference between the maximum and the minimum
of the PSD is reduced to less than 5 dB, that can be compared
to the 20 dB difference for a velocity signal generated without
correction. This preprocessing procedure can now be used to
generate random velocity fluctuations at the burner outlet and
compare the flame response to that obtained for harmonic flow
modulations.

3 RESULTS
The flame response are first examined for small amplitude

velocity perturbations. The results for the FTF for the random
and harmonic velocity modulations, are presented in Fig. 5. The
FTF have been measured between 20 and 250 Hz, with a 5 Hz
frequency resolution when harmonic modulations are consid-
ered. For random perturbations, data were collected and aver-
aged over 600 windows of 4096 samples each. For both tech-
niques, the sample frequency was fixed to 4096 Hz, which leads
to a 1 Hz frequency resolution for the FTF measured with ran-
dom disturbances.

The results collapse well with both methods of excitation
and the random signal method is able to retrieve the main char-
acteristics of the response of this conical flame. The FTF gain is
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Figure 6. Gain and phase of the FTF obtained for different velocity perturbation levels. Left : results obtained with harmonic modulation. Right : results
obtained with random disturbances.

well retrieved up to 45 Hz, where the flame response is strong.
For higher excitation frequencies, the random modulation tech-
nique shows some differences on the gain, but it is still able to
retrieve the global trend, as well as the position of the minima
and maxima of the FTF gain. For the FTF phase, both meth-
ods give the same results. The random modulation technique, as
well as the harmonic one, show that the phase increases linearly
with the frequency up to about 200 Hz. This highlights the con-
vective nature of the flame response, which then stops for higher
frequencies while the phase reaches a constant value [20,24,25].
This saturation is well predicted by both techniques. This is in
agreement with previous theoretical and experimental results on
conical flame transfer functions, where the nearly constant slope
of the phase can be linked with a convection time lag [8] while
the saturation phenomenon observed at higher frequencies is still
an ongoing issue. It is suspected that the latter is due to the con-
tribution of the flame root dynamics to the FTF response. Most
of the theoretical work conducted assumes a motionless flame
root, while recent experiments indicate a significant response of
the flame root [25] that may cause saturation of the phase at high
forcing frequencies [20].

It is worth noticing that the harmonic modulation method
took more than 30 mn to determine this response, with a 5 Hz fre-
quency resolution, while the cross-correlation technique was car-
ried out in 10 mn, with a 1 Hz frequency resolution. It represents
a great overall improvement on the time and resolution. Overlap

could also be used for the average cross-correlation technique,
which again could divide by 2 (for a 50% overlap) the number of
samples needed to reach statistical convergence of the method.
Finally, this technique was used here on a specific configuration
where the flame response vanishes for frequencies above 250
Hz. Some flames are known to features a higher frequency re-
sponse. This would require about the same measurement time
with the random modulation technique, but a considerable addi-
tional time to conduct all the experiments with harmonic modu-
lations at higher forcing frequencies. Another advantage is that
the better frequency resolution reduces significantly ambiguities
about critical points of the FTF near maxima and minima for the
gain and when the phase approaches π (modulo 2π) if no attempt
is made to unwrap results. It is known that the FTF may fea-
ture different large and sudden changes in gain or phase. The
alternative technique avoids having an a-priori knowledge of the
FTF where these critical points are located and avoids refining
the investigation in these regions.

Furthermore, SI tools were also tested to postprocess the
data obtained with random broadband disturbances. The FTF
gain and phase curves (not shown here) obtained with those tools
perfectly fit the gain and phase curves obtained with averaged
cross-correlation post-processing methods. The influence of the
parameters on the convergence of the SI method will be further
investigated in the section 4.
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Figure 7. FTF obtained through harmonic and random velocity modula-
tion and cross-correlation techniques, for a relative rms velocity perturba-
tion of vrms/v̄ = 0.07.
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Figure 8. FTF obtained through harmonic and random velocity modula-
tion and cross-correlation techniques, for a relative rms velocity perturba-
tion of vrms/v̄ = 0.12.
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Figure 9. Flame Transfer Function Phases, wrapped between 0 and 2π,
for a relative rms velocity perturbation of vrms/v̄ = 0.12.

Modulation level effects
The methods previously described are known to work well

for vanishingly small perturbations when the flame response re-
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Figure 10. FTF obtained through harmonic and random velocity modu-
lation and cross-correlation techniques, for a relative rms velocity pertur-
bation of vrms/v̄ = 0.18.

mains linear. It is now interesting to examine effects of the per-
turbation amplitude. The FTF has been determined for different
velocity fluctuation levels. Results for the same configuration
v̄ = 1.56 m.s−1 and φ = 1.03, are presented in Fig. 6. They are
also compared with the the harmonic and random methods in
Fig. 7, 8 and 10, respectively for relative rms velocity perturba-
tions of about vrms/v̄ = 0.07, 0.12 and 0.18.

As indicated by the Fig. 6, both methods exhibit the same
dependance of the FTF on the velocity perturbation level. A de-
creasing gain and an early saturation of the phase is observed,
while the wrapped phase is weakly dependent on the perturba-
tion amplitude at low frequencies. This is in agreement with pre-
vious experimental data obtained on the same type of configura-
tion when submitted to increasing perturbation levels [24, 25].

For a modulation level of vrms/v̄ = 0.07, the comparison
between both methods still shows a good agreement (Fig. 7).
There are some differences in the FTF gain values, but the trends
and extrema locations are still well retrieved. The FTF phase
also exhibits a very good match. For a higher perturbation level
vrms/v̄ = 0.12, the results appeared to be less accurate. In Fig. 8,
even though the gain curves are still close, the phase curves fea-
ture large differences, between 50 and 200 Hz. For larger fre-
quencies, the phase saturation phenomenon is again retrieved
with the two techniques, but at a different value for the phase.
It is however found that these values match modulo 2π.

The main differences observed in the measurements essen-
tially lie in the combined effects of the phase dependence to
the perturbation level, and of unwrapping the phase across π

where the phase is difficult to define precisely for small values
of the gain. At intermediate forcing levels, the phase evolution
may switch between a regular increase and a saturation with fre-
quency. This behavior is very sensitive to the perturbation level.
A small difference in the rms magnitude of the velocity perturba-
tions between the harmonic and the random methods may trigger
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the transition between these two regimes at different frequencies.
The phase evolution wrapped between 0 and 2π is presented in
Fig. 9. This figure shows that the saturation frequency shifts
from about 170 Hz for the harmonic modulation method to 140
Hz for the random modulation method. Outside of this frequency
range, the trends and the saturation value are well retrieved.

For a perturbation level of vrms/v̄ = 0.18, presented in
Fig. 10, the gain is greatly underestimated by the random modu-
lation technique between 50 and 150 Hz, while the phase curves
still fit well between both measurements. It is however worth
noticing that the slope of the phase curve takes a smaller value
compared to measurements lade at a lower input level. It is ex-
plained by a shortening of the conical flame when submitted to
large velocity perturbations. Reduction in the flame height in-
duces a decrease of the average time lag for the perturbations to
reach the flame surface. This in turn modifies the slope of the
phase of the FTF.

These results clearly show the limits of the random mod-
ulation technique for large velocity disturbances. It is known
that the flame response is non-linear. Using harmonic pertur-
bations, the gain and the phase of the flame response are only
analyzed at the forcing frequency. This yields the FTF in the first
harmonic approximation while higher harmonics are discarded
in this description. Measuring the FTF with random broadband
velocity perturbations also includes the flame response at differ-
ent harmonics. The FTF determined with this latter technique
and examined at a certain frequency includes information on the
non-linearity of the flame response at others frequencies.

This, along with the sensitivity of the phase to the velocity
input level, explains the differences observed between results for
the gain and the phase of the FTF obtained with the two tech-
niques.

4 PARAMETER OPTIMIZATION
A sensitivity analysis is carried out in this section on the pa-

rameters of the SI method, to emphasize their importance on the
determination of the FTF. As previously noticed, an important
set of parameters to consider here is the number of forward and
reverse filter coefficients na and nb appearing in Eq. 6. In this
study, na and nb were chosen equal n = na = nb. By increasing
the number n, more samples in the time series are considered to
build and IIF model of the system dynamics. This number must
be chosen to capture the slowest time scale in the system stud-
ied. As a first approximation, it can be considered that this num-
ber is mainly linked to the largest time lag present in the flame
response. Here, in the case of a conical flame, this time lag corre-
spond to the time for a convective perturbation to travel from the
base to the tip of the flame. It can be estimated by considering
that the convective speed is the mean flow velocity :

τmax =
H
U0

(8)

where U0 and H respectively stand for the mean flow veloc-
ity and the flame height. In the case presented here, U0 ≈ 1.56
m.s−1, and H ≈ R/ tanα where R = 11 mm is the burner radius
and α the flame tip half-angle, defined for a steady conical flame
by sinα = SL/U0. The minimum number of coefficients can be
estimated : n = τmax/∆t where ∆t is the sampling time step. For a
sampling frequency of 4096 Hz, this leads to a value of n = 112.

0 100 200 300 400 500
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

n
a
 =  n

b

m
a

x
|G

�C
C

−
 G

S
I
|

Figure 11. Convergence of the SI method : maximum error on the FTF
gain plotted against the IIR filter order n = na = nb.

A parametric study is conducted to analyze the effect of the
number of coefficients n considered in the determination of the
gain of the FTF with the SI method. The difference between the
gain GSI obtained with the SI method and the gain GCC deter-
mined with the cross-correlation technique is calculated for the
conical flame (v̄ = 1.56 m.s−1, φ = 1.03) submitted to random
small velocity disturbances vrms/v̄ = 0.04, all other parameters
in the signal post-processing remaining identical. The results of
these tests, shown in Fig. 11, demonstrate that the error computed
for the FTF gain converges towards zero. Results do not improve
for a number of coefficients larger than 125, indicating that the
estimation of the minimum number of coefficient in Eq. 8 is a
good approximation.

5 CONCLUSION
Different techniques to determine the flame transfer function

to flow rate disturbances were examined and tested on a laminar
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conical flame. When random broadband excitation is considered,
the flow modulation at the nozzle outlet must be characterized
and controlled to obtain a white noise velocity perturbation sig-
nal instead of a colored signal filtered by the different electrical
and mechanical elements in the actuation line. This broadband
random velocity signal was then used to determine the FTF with
averaged cross-correlation or system identification tools.

The results were compared to FTF measured with harmonic
velocity modulations of the flow, where the modulation level
was kept constant. The FTF gain and phase curves match well
between the different methods for small amplitude perturba-
tions. As the perturbation level amplitude is increased, the FTF
gain is underestimated when random perturbation are consid-
ered. A general agreement is obtained for the phase evolution,
even though the FTF phase features complex behaviors at low
and high frequencies. The transition between these two regimes
is very sensitive to the velocity perturbation level, which is the
cause of the main differences observed.

A sensitivity analysis on the number of samples to consider
in the SI technique was conducted. It emphasizes the link exist-
ing between the largest time lag of the flame response and the
optimized SI parameters.

The method has to be further tested on a high-Reynolds-
number flow in the future, but the same type of pre- and post-
treatment is thought to be suited also for turbulent flows to sep-
arate incoherent disturbances induced by turbulence from coher-
ent perturbations induced by the flow modulation.
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