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ABSTRACT
Turbulent mixing and autoignition of H2-rich fuels at rele-

vant reheat combustor operating conditions are investigated in
the present numerical study. The flow configuration under con-
sideration is a fuel jet perpendicularly injected into a crossflow
of hot flue gas (T > 1000K, p = 15bar). Based on the results of
the experimental study for the same flow configuration and oper-
ating conditions two different fuel blends are chosen for the nu-
merical simulations. The first fuel blend is a H2/natural gas/N2
mixture at which no autoignition events were observed in the ex-
periments. The second fuel blend is a H2/N2 mixture at which
autoignition in the mixing section occurred.

First, the non-reacting flow simulations are performed for
the H2/natural gas/N2 mixture in order to compare the accu-
racy of different turbulence modeling methods. Here the steady-
state Reynolds-averaged Navier- Stokes (RANS) as well as the
unsteady scale-adaptive simulation (SAS) turbulence modeling
methods are applied. The velocity fields obtained in both simula-
tions are directly validated against experimental data. The SAS
method shows better agreement with the experimental results.

In the second part of the present work the autoignition of
the H2/N2 mixture is numerically studied using the 9-species 21-
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steps reaction mechanism of O’Conaire et al. [1]. As in the ref-
erence experiments, autoignition can be observed in the simula-
tions. Influences of the turbulence modeling as well as of the hot
flue gas temperature are investigated. The onset and the propa-
gation of the ignition kernels are studied based on the SAS mod-
eling results. The obtained numerical results are discussed and
compared with data from experimental autoignition studies.

NOMENCLATURE
κ model constant
ρ density
ω specific dissipation rate of the turbulent kinetic energy
FI location of the jet injection point
k turbulent kinetic energy
L distance from the jet injection point to the end of the

mixing section
p pressure
QSST−SAS additional production term in the ω equation of the

SST-SAS model
R ideal gas constant
T temperature
Tc f temperature value on the inlet of the mixing section
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Uc f absolute mean value of the crossflow velocity
U j j component of the flow velocity vector
x,y,z axes of the Cartesian coordinate system
Yi specific mass fraction

INTRODUCTION
The use of H2-rich fuels in lean premixed combustion sys-

tems generally leads to a lower autoignition temperature and
flashback margins compared to natural gas [2]. Special chal-
lenges arise in the reheat, or sequential, combustion systems such
as ALSTOM’s GT 24r and GT 26r1 family [3,4]. This combus-
tion concept is characterized by two fuel injection and energy
conversion steps in two separate combustion chambers with an
expansion step in a high pressure turbine stage in between. The
exhaust gas is then further expanded in a low pressure turbine.
The mixing zone of the reheat combustor is characterized by high
temperatures (above 1000 K). These conditions lead to extremely
short ignition delay times. Knowing the ignition delay times is
key for safe GT operation in order to avoid autoignition in the
mixing zone.

With the increasing role of simulation in design optimiza-
tion of GTs the ability of the computational models to predict
autoignition phenomena in realistic flow configurations at rele-
vant temperature and pressure conditions becomes very impor-
tant. Such simulations involve a very complex interplay of tur-
bulence, mixing and chemical reaction models whereas normally
the model development and validation is based on academic test
cases of simplified subproblems. Detailed studies based on real-
istic test cases are needed to elucidate the abilities and the limita-
tions of the existing models to predict autoignition under realistic
conditions. This forms the focus of the present work.

This study has two main goals. The first one is to perform
simulations of the non-reacting test case of the mixing section
of a research reheat combustor at relevant temperature and pres-
sure conditions. Here the accuracy of different turbulence mod-
eling concepts for the non-reacting flow field predictions should
be compared. The second goal is the simulation of the autoigni-
tion and the flame front propagation in the mixing section of the
combustor. The achieved results should be compared with the
results of the experimental study for the same system. Here a
general question about the possibility of the prediction of the
autoignition phenomena within the chosen computational frame-
work should be answered. Besides this, studies on the turbulence
modeling method dependence as well as on the hot flue gas tem-
perature dependence should be performed. Finally, the results of
the unsteady simulations should be analyzed in detail for the de-
scription of the autoignition-related flow phenomena which can-

1GT 24r and GT 26r are registered trademarks of ALSTOM Technology
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not be fully understood based on the experimental results due to
measurement technique related limitations.

CHOSEN OPERATING CONDITIONS AND COMPUTA-
TIONAL DOMAIN

The computations are performed at the conditions of the re-
search reheat combustor [5, 6] of the Institute of Combustion
Technology of the German Aerospace Center (DLR) in Stuttgart.
The detailed description of the test rig and of the experimen-
tal setup can be found in [5, 6]. For the current simulations the
mixing section of this combustor is the object of interest. The
mixing section is completely reproduced in the chosen computa-
tional domain as shown in Fig. 1.

Figure 1. Computational domain.

At the inlet of the mixing section the hot flue gas from the
hot gas generator enters a square duct with the cross-section of
25×25 mm. The description of the hot gas generator operating
conditions can be found in [5,6]. The temperature (above 1000K)
and the O2 content (about 15 vol.%) of the hot gas are typical
for reheat combustors. The total hot gas mass flow rates on the
mixing section inlet are between 260-550 g/s which leads to ve-
locities of above 150 m/s. In the calculations the constant mass
flow rate identical to the experimental values was set at the mix-
ing section inlet (with a constant velocity distribution over the
inlet cross-section). The temperatures at the inlet of the mixing
section were set in the non-reacting flow simulations to a con-
stant value corresponding to the experimental conditions. The
pressure in the mixing section is 15 bar.

The main channel of the mixing section includes an exhaust
hot gas emission probe and a thermocouple probe located up-
stream of the fuel injection. Both geometries are reproduced in
the computational domain (figure 1).

The fuel is injected from the lower wall of the mixing sec-
tion in a jet in crossflow configuration as shown in figure 1. The
diameter of the fuel injector is 5.6 mm. A carrier medium (ni-
trogen) is injected together with the fuel in order to achieve the
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desired jet to crossflow momentum flux ratio and hence the de-
sired penetration depth. The carrier to fuel mass flow ratios are
equal to 1 in the considered test cases. The fuel/carrier tempera-
ture is 313K. Based on the results of the experimental study [5]
two different fuel blends are chosen for the numerical simula-
tions. The first fuel blend is a H2/natural gas/N2 (76/4/20 vol.%)
mixture at which no autoignition events were observed in the ex-
periments. The jet to crossflow momentum ratio for this fuel
blend is 1.7. The second fuel blend is a H2/N2 mixture at which
ignition in the mixing section was observed. The hydrogen fuel
concentration of this mixture at which autoignition occurred in
the experiments [5] was 50 vol.%.

In the experiments the optically accessible mixing section
parts were convectively air-cooled and the metal parts were
water-cooled. The heat losses in the mixing section were esti-
mated to be about 6% in the experiments [5]. The heat losses
were taken into account in the simulation by the application of
the negative heat fluxes in the respective cooled zones according
to the experimental estimation.

COMPUTATIONAL APPROACHES
Turbulence Modeling

In the present work two different turbulence modeling ap-
proaches are applied: steady-state Reynolds-Averaged Navier-
Stokes (RANS) and unsteady Scale-Adaptive Simulations (SAS)
[7]. For the RANS simulations the shear-stress transport (SST)
k − ω turbulence model in its later formulation [8] is applied.
Additionally, the universal wall functions approach according
to [9] is used. This approach extends the standard turbulent wall
boundary condition of the SST k−ω model in order to avoid a
non-physical solution in the regions where the grid could not be
sufficiently refined. All the model constants and limiters are as
described in [8]. For the Scale-Adaptive Simulations the SST-
SAS model is used [7]. The idea behind this model is an addi-
tional production term QSST−SAS in the ω equation of the SST
k−ω model:

QSST−SAS = max
[

ζ̂κS2 Lt

LvK
−C · 2

σφ

k

·max
(

1
ω2

∂ω

∂x j

∂ω

∂x j
,

1
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∂k
∂x j

∂k
∂x j

)
,0
]
. (1)

Here ζ̂ = 3.51, C = 2, κ = 0.41, σφ = 2/3 are the model
constants. The SAS term comes into effect when the ratio of the
turbulent length scale, Lt = k1/2/ω , to the von Karman length
scale, LvK , increases. The von Karman length scale is based on
the ratio of the first to the second velocity derivative (see [7,8,10]
for details). LvK is smaller for an unsteady velocity profile than
for a steady velocity profile. When the grid is fine enough and the

flow equations are able to resolve the small-scale movements, the
SAS term detects the unsteadiness and increases the production
of the dissipation rate ω. The result is that the turbulent viscosity
νt is reduced. Thereby the dissipating (damping) effect of the
turbulent viscosity on the resolved fluctuations is reduced. Then
the momentum equations work in a ”LES - like” mode. Further
details concerning the SST-SAS model can be found in [7, 8]
and examples of its application for simulations of flow patterns
similar to considered here in [11, 12].

Mixing Modeling in the Non-Reacting Flow Simulations
In the non-reacting flow simulations both the jet and the

crossflow were considered as ideal gases with two different ideal
gas constants calculated based on the experimentally determined
gas composition. Density calculations of the jet and the cross-
flow gas mixture were based on the ideal gas equation:

ρmix =

(
∑

Yi

ρi

)−1

, (2)

with

ρi =
p

RiT
. (3)

The transport equation for the jet gas mass-fraction as well
as the energy equation in the temperature form were solved and
closed using the gradient diffusion hypothesis with the constant
values of the turbulent Prandtl/Schmidt numbers equal to 1. Pre-
vious studies [12] have shown that the turbulent Prandtl/Schmidt
number values have no significant influence on the mixing pre-
dictions in the LES-like mode regions of the SAS simulations.

Combustion Modeling
For the combustion modeling in the reacting case simula-

tions the finite-rate combustion model was used in combination
with the assumed joint PDF approach. A detailed description of
the used combustion modeling technique can be found in [13].

The employed reaction mechanism is the 9-species 21-steps
scheme of O’Conaire et al. [1]. It has been validated against
experimental data in the ranges of 0.05−87 bar pressure, 298−
2700 K temperature and 0.2−6.0 equivalence ratio. This mecha-
nism is widely accepted for the combustion simulations at a large
range of temperatures and pressures.

Numerical Scheme
All models considered here were implemented in the DLR

combustion CFD research code THETA. The THETA code flow
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solver works on 3D unstructured grids and is designed for the
calculations of low Mach number flows with strongly varying
density/temperature fields. As recommended in [7] for the SST-
SAS model a calibration procedure using the decaying isotropic
turbulence test case was applied in order to obtain the calibration
constant of the lower limiter of LvK corresponding to the THETA
code flow solver. The details of this procedure are described in
[7]. For the THETA code flow solver the value of the calibration
constant is Cs = 0.145.

In the steady-state RANS simulations for the spatial dis-
cretization of the convective terms of all transport equations the
second order linear-upwind discretization scheme is used. In the
SAS calculations for the spatial discretization of the convective
terms of the momentum equations the second order central dif-
ferencing scheme was used, for the spatial discretization of the
convective terms of all other transport equations the the second
order linear-upwind discretization scheme was used. For the
pressure-velocity coupling in the steady - state RANS simula-
tions, the SIMPLE method [14] was used. In the unsteady SAS
simulations, a projection method [15] was used. For the time dis-
cretization the second order Backward Differentiation Formula
(BDF) [16] was used.

Computational Grids and Time Stepping
All calculations were performed on polyhedral unstructured

grids with hexahedra-layers on the walls (figure 2). The grid in
the steady-state RANS computations had around 650 000 points
whereas the SAS computations were performed on grids contain-
ing around 950 000 points. The grids are refined in the important
flow regions (jet shear layers) based on the results of preliminary
calculations using the grid adaptation procedure available in the
DLR THETA code. An example of such a grid used for the SAS
simulations can be seen in figure 2.

The time step in the SAS calculations was about 10−7s,
which leads to maximal Courant-Friedrichs-Lewy numbers of
2. All time-averaged results presented below are obtained after
about 5 residence times ( 5L/Uc f ).

Figure 2. Computational grid for the SAS simulations. Cross-sections in
different positions along the mixing zone of the main channel.

RESULTS AND DISCUSSION
Non-Reacting Flow Simulations

First the turbulent mixing simulations of the non-reacting
H2/natural gas/N2 fuel blend in the hot flue gas are performed.
The resulting (time-averaged for SAS) velocity field predictions
are compared with the results of the PIV measurements per-
formed in the respective experimental study [5]. The distribu-
tions of the x- and the y- components of the velocity vector are
shown in figures 3 and 4. The SAS results show better agreement
with the experimental data than the RANS results. It can be seen
in figure 3 that the recirculation zone after the jet injection lo-
cation is strongly overpredicted by RANS whereas SAS simula-
tions are more accurate regarding the recirculation zone position
and strength. Consequently RANS also strongly overestimates
the vertical velocity in the region near to the lower channel wall
(figure 4(b)) which is not the case in the SAS simulation (figure
4(c)). A lack of accuracy in the RANS velocity field and mix-
ing predictions for a jet in crossflow configuration was already
observed by the authors of the current paper in the earlier publi-
cations [11, 12].

Both RANS and SAS slightly overestimate the vertical ve-
locity Uy in the jet core (figure 4). However here again RANS
shows more discrepancy with experimental data. The same

(a) Experiment [5].

(b) RANS

(c) SAS

Figure 3. Distribution of the (time-averaged) x-component of the velocity
vector Ux non-dimensionalized by the mean crossflow velocity Uc f . Hor-
izontal white lines in the plots of the simulation results mark the edges of
the optical access in the experiments [5].
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(a) Experiment [5].

(b) RANS

(c) SAS

Figure 4. Distribution of the (time-averaged) y-component of the velocity
vector Uy non-dimensionalized by the mean crossflow velocity Uc f . Hor-
izontal white lines in the plots of the simulation results mark the edges of
the optical access window of experiments [5].

trends for both RANS and SAS were previously reported in [12].

Autoignition Simulations
In the second part of this work the autoignition simulations

were performed for the case of the H2/N2 fuel blend injection.
The baseline turbulence modeling technique applied here is the
SAS. In all unsteady autoignition simulations first the pure N2 jet
was injected into a crossflow with the desired mass flow ratio.
After the establishing of the fully developed flow field under the
given conditions the pure N2 was exchanged by the carrier N2
and H2/N2 50/50 vol. mixture. From that moment on the data
”snapshots” were taken in order to observe the autoignition phe-
nomena. Such a procedure is similar to the time-ramping of the
H2 mass flow rate which was applied in the autoignition experi-
ments of [5, 6].

In the present study isosurfaces of the OH mass fraction YOH
were chosen to be the flame front indicator. The isosurface of
YOH = 0.0001 at different time points of the SAS simulation is
presented in figure 5. The data snapshot in figure 5(a) was taken
shortly after the first occurrence of the ignition kernels. This
time point is chosen to be a reference time point. The ignition
first occurs at the beginning of the second third of the distance L
between the jet injection location and the end of the mixing sec-

(a) t = 0 ms

(b) t = 0.1 ms

(c) t = 0.3 ms

(d) t = 1 ms

(e) t = 2 ms

Figure 5. Isosurfaces of YOH = 0.0001 at different time points of the
SAS simulation.

tion. Similar axial positions of the ignition kernels were reported
in the experimental study of Fleck at al. [5].

Then the flame starts to propagate downstream along the jet
shear layer as seen in figure 5(b). In the moment t = 0.1 ms the
flame is located almost entirely between 1/3L and 2/3L. The
same situation was observed in the experiments [5] at the same
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(a) RANS

(b) SAS

Figure 6. Stable flame isosurfaces of YOH = 0.0001.

time point.
Not only the downstream but also the upstream flame prop-

agation is typical for this flow pattern. This fact becomes espe-
cially evident at a later point in time between 1 and 2 ms (figures
5(d) and 5(e)). Here the flame propagation upstream of the ini-
tial ignition location can be observed especially near to the lower
wall of the mixing section. This behavior has also been observed
in the experiments [5]. However in the experiments this phe-
nomenon could not be described in detail because of the limited
optical access in the boundary layer region. The present simula-
tion reveals the upstream transport of the flame in the boundary
layer visible by the flame beeing attached to the wall. The rea-
sons for the upstream near-wall flame propagation are not clear at
present but should be clarified in the future. A possible explana-
tion can be the transport of the flame along the complex vortical
structures formed in the jet in crossflow configuration [17] and
their interaction with the wall boundary layer. A more detailed
study of the flame-vortex interaction is needed.

Thus the flame propagation processes can be described fairly
well by SAS. In contrast to SAS, RANS as a steady-state ap-
proach is able to represent only the stable time-averaged flame
front which establishes after ignition. The comparison of this
RANS solution with the time-averaged SAS results (averaging
over the time range 2-8 ms) is presented in figure 6. The form
of the YOH = 0.0001 isosurfaces near the lower wall of the mix-
ing section is different. In RANS the near-wall flame is absent
in the first third of the mixing section (figure 6(a)). However the
indications of the flame presence in this region in the stabilized
combustion phase have been reported in the experimental inves-
tigations [5] and the flame is clearly seen in the time-averaged
SAS results (figure 6(b)). A better ability of the SAS to predict
the near-wall upstream flame propagation can be explained by

(a) t = 0 ms

(b) t = 0.1 ms

(c) t = 0.3 ms

(d) t = 1 ms

(e) t = 2 ms

Figure 7. Distribution of the x-component of the velocity vector Ux non-
dimensionalized by the mean crossflow velocity Uc f . The isolines of
YOH = 0.0001 are shown to indicate the flame front position.

the good resolution of the jet in crossflow vortical structures in
such simulations [11].

Additional analysis of the flow and the temperature field dur-
ing the autoignition process can be performed based on the SAS
simulation results. An example of such an analysis is given in
figures 7, 8, 9. In figure 7 the instantaneous Ux velocity field is
presented. It can be seen that after the autoignition took place the
absolute velocity downstream of the ignition location increases.
The velocity field near the jet injection seems to be only slightly
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(a) t = 0 ms

(b) t = 0.1 ms

(c) t = 0.3 ms

(d) t = 1 ms

(e) t = 2 ms

Figure 8. Distribution of the YOH contours. The isolines of Ux = 0 are
shown to indicate the recirculation zone position.

influenced by the ignition. Figures 7 and 8 also reveal that the
upstream flame propagation near to the lower wall is not the re-
sult of the recirculation zone behind the jet. Figure 8 clearly
shows that the regions of the negative x-velocities are very small
and occur only near to the jet injection location. The flame prop-
agates upstream without being in the recirculation zone. This
is an additional indication for the assumption given above that
the upstream flame propagation occurs due to a more complex
flame-vortex interaction.

Figure 9 shows the dimensionless temperature field obtained

(a) t = 0 ms

(b) t = 0.1 ms

(c) t = 0.3 ms

(d) t = 1 ms

(e) t = 2 ms

Figure 9. Distribution of flow temperature T non-dimensionalized by the
crossflow inlet temperature Tc f . The isolines of YOH = 0.0001 are
shown to indicate the flame front position.

in the presented simulations. It can be seen that the regions of the
high temperatures correlate very well with the YOH = 0.0001 iso-
lines. It can be also seen that the regions of the high temperature
correlate with the shear layer zones and in the jet core region the
flow remains relatively cold.

It should be mentioned here that the hot flue gas temper-
ature in the main inlet of the mixing section was about 120K
(∼ 10%) higher than in the respective experimental measure-
ments [5]. The position and the general occurrence of the flame
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Figure 10. Distribution of flow temperature T non-dimensionalized by
the crossflow inlet temperature Tc f . Tc f is 60K lower than in the basic
case. t = 2 ms. The isolines of YOH = 0.0001 are shown to indicate the
flame front position.

in the simulation were very sensitive to the temperature condi-
tions of the hot flue gas. This can be seen in figure10. This figure
shows the flame position obtained in the simulation with the flue
gas inlet temperature 60K below the basic simulation case (60K
above the experimental flue gas inlet temperature) at the time
point of t = 2 ms after the first occurrence of the ignition ker-
nel. It is seen that the flame is located in the last third of the
mixing section. The further decreasing of the flue gas inlet tem-
perature down to experimental values leads to the absence of the
autoignition in the simulation. In the experiments [5, 6] also an
observation was made that the autoignition and the flame prop-
agation are very sensitive to the hot flue gas temperature. The
general discrepancy between the experimental and the simulated
autoignition temperatures can be explained by the deficits of the
chemical reaction mechanism. Here a detailed chemical reac-
tion mechanism study in the present flow conditions is needed to
clarify the sensitivity of the simulated autoignition and the flame
propagation on the chemistry modeling.

SUMMARY AND CONCLUSIONS
Turbulent flow field, autoignition, and flame propagation in

the mixing section of a research reheat combustor are simulated
successfully in the present work. The results obtained using both
the steady-state RANS and the unsteady vortex-resolving SAS
turbulence modeling methods are presented.

The cold flow simulations show that SAS method represents
the experimental velocity field better than RANS. It should how-
ever be mentioned that the computational cost which was needed
to obtain a time-averaged SAS solution in the current calcula-
tions was about 50 times higher than the computational cost
of RANS simulations. Thus in practical applications the deci-
sions about suitability of different turbulence modeling methods
should be made depending on the aims of each calculation and
availability of the computational resources.

One application field where the unsteady vortex-resolving
methods are unavoidable are the detailed temporal studies of the
autoignition phenomena such as one presented in the second part
of this work. In contrast to RANS, SAS is able to represent the

autoignition and flame propagation processes in detail as a func-
tion of time. Comparison of the obtained results with experimen-
tal observations made in [5] also allow the statement that SAS
simulation represents the real flame propagation processes fairly
well. This makes SAS simulations very useful to complement
the results of the experimental studies. In such a ”numerical ex-
periment”, the autoignition-related phenomena can be studied in
the zones which are optically not accessible in the measurements.
In the present work it was the boundary-layer zone of the mixing
section. The simulation reveals that this zone plays an important
role in the upstream flame propagation.

Furthermore, from a simulation a variety of flow parameters
can be extracted and analyzed which are difficult to measure in
the entire flow field at the same time (local pressures, tempera-
tures, velocities, species concentrations etc.). Thereby numerical
simulations help to gain a better understanding of the autoigni-
tion and the flame propagation processes.

Thus, a general conclusion can be drawn that the autoigni-
tion phenomena in reheat combustion applications can be suc-
cessfully simulated by the high-end CFD and combustion model-
ing methods. Further development and testing of those methods
can promise an increasing role of the numerical simulations in
the detailed understanding of the physical processes in the con-
sidered configurations.
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