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ABSTRACT c Progress variable
The flame transfer function (FTF) of a premixed swirl burner c Cross-correlation vector

was identified from time series generated with CFD simulation CI Cycle increment

of compressible, turbulent, reacting flow at non-adiabatic con- DTFM  Dynamically Thickened Flame Model

ditions. Results were validated against experimental data. For FTF Flame Transfer Function

large eddy simulation (LES), the Dynamically Thickened Flame F Thickening factor

combustion model with one step kinetics was used. For un- f Downstream Riemann Invariant

steady simulation in a Reynolds-averaged Navier-Stokes frame- g Upstream Riemann Invariant

work (URANS), the Turbulent Flame Closure model was em- h Unit impulse response vector

ployed. The FTF identified from LES shows quantitative agree- L Length of the UIR

ment with experiment for amplitude and phase, especially for [ Length

frequencies below 200 Hz. At higher frequencies, the gain of LES Large Eddy Simulation

the FTF is underpredicted. URANS results show good quali- Ma Mach number

tative agreement, capturing the main features of the flame res- N Number of elements

ponse. However, the maximum amplitude and the phase lag of 0 Heat release rate

the FTF are underpredicted. Using a low-order network model R Reflection coefficient

of the test rig, the impact of the discrepancies in predicted FTFs SI System Identification

on frequencies and growth rates of the lowest order eigenmodes TFC Turbulent Flame Closure

were assessed. Small differences in predicted FTFs were found T Temperature

to have a significant impact on stability limits. Stability behavior T Transfer matrix

in agreement with experimental data was achieved only with the u Axial velocity

LES-based flame transfer function. UIR Unit Impulse Response
URANS Unsteady Reynolds-Averaged Navier-Stokes
r Auto-correlation matrix

NOMENCLATURE 0] Angular Frequency

a Speed of sound P Density

A Amplitude Y Ratio of specific heats

CFD Computational Fluid Dynamics 0 Phase
c Standard Deviation
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INTRODUCTION

Stringent emission regulations (for NOx, CO, etc.) have
been established for gas turbines. In order to comply with these
regulations, lean premixed combustion technology has been in-
troduced for stationary engines. However, this mode of opera-
tion makes the combustor prone to blow-out or flashback and in
particular to thermoacoustic instabilities [1]. Thermoacoustic in-
stabilities, i.e. a self-excited coupling between fluctuations of
pressure, velocity and heat release, can lead to very high levels
of pressure pulsations in a combustor, possibly resulting in struc-
tural damage [2].

To prevent the appearance of combustion instabilities, it is
desirable to carry out a stability analysis of the combustion sys-
tem early in the design process. Low-order “network models”
[3-6] may be used for this task. To perform such analysis, it is
necessary to know how the flame responds to flow perturbations.
This information may be provided by the flame transfer function
(FTF).

Flame transfer functions may be obtained experimentally,
using velocity or pressure sensors in combination with chemi-
luminescence as an indicator of heat release in the flame (see
e.g. [7-9] for recent applications). Unfortunately, the experimen-
tal determination of FTFs for configurations of technical interest
is very difficult and costly. (Semi-)analytical models for the FTF
have been also proposed, see e.g. [3,9-11]. However, it is in ge-
neral not possible to predict flame responses from first principles.
Alternatively, it is possible to determine the FTF with computa-
tional fluid dynamics (CFD): First an unsteady CFD simulation
is performed to generate time series of fluctuating velocity and
heat release rate. Then the FTF is reconstructed from the data
using methods from system identification (SI) [11-15].

Reynolds-Averaged Navier-Stokes simulation (RANS, or
URANS for “unsteady” or transient cases) remains the main tur-
bulence modeling approach in practical applications due to its
comparatively low computational cost. However, its application
to complex reacting flows is limited by inadequate turbulence
and combustion models. Large Eddy Simulation (LES), on the

other hand, is now established as a powerful, albeit computation-
ally expensive, tool for the study of turbulent (reacting) flows.
Recent applications of LES have shown its potential for labora-
tory and industry scale configurations [4, 13, 15, 16]. LES makes
possible a more accurate description of the turbulence-flame in-
teraction, as the large turbulent scales are resolved.

Tay et al. [13] have determined the FTF of a perfectly pre-
mixed axial swirl burner with LES/SI. The numerical results
were validated successfully against experiment, and interpreted
in terms of a two time lag model. It was shown that the ob-
served excess in gain of the FTF (amplitudes > 1) can be re-
lated to a superposition of acoustic and swirl number fluctua-
tions [7,9, 11, 17]. The present study continues this work: First,
FTFs identified from LES and URANS time series data, respec-
tively, are compared against experiment. Then, a stability analy-
sis using a network model is carried out to assess quantitatively
the impact of the discrepancies in the predicted FTFs on eigen-
frequencies and growth rates of eigenmodes.

BACKGROUND
Flame Transfer Function

The dynamic response of a flame to a flow perturbation can
be represented in the frequency domain by its flame transfer
function FTF(w) (also “frequency response”). It relates fluctu-
ations of mass flow rate or velocity u,. at a reference position r
upstream of the flame to fluctuations of the flame heat release Q'

FTF (o) = Q®)/0 0 (1)

() /i,

Here fluctuations Q' and u. are normalized with the respective
mean values of heat release Q and velocity i, .

System Identification

In experiment, the velocity u, may be measured with
Constant Temperature Anemometry or by the multi-microphone
method, while the heat release (’ of the flame is deduced from
chemiluminescence intensity measured with a photomultiplier.
Applying harmonic excitation with a loudspeaker or siren at the
inlet, the flame transfer function FTF(®) is computed from time
series of fluctuations . and Q' with spectral analysis. In the pre-
sence of turbulent noise, fairly long time series over several hun-
dred cycles are usually required to achieve good accuracy. If the
flame transfer function is required over a range of frequencies,
the procedure must be repeated many times, which is tedious and
time consuming.

The experimental approach of repeated, single-frequency
spectral analysis could in principle also be used to determine the
FTF from CFD time series data. However, this would be ex-
tremely compute intensive. Instead, advanced methods based on
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System Identification (SI) have been developed [11-14]. In this
framework, the linear dynamics of the flame is represented in the
time domain by its Unit Impulse Response (UIR). The FTF is
then obtained from the UIR by a z-transform (the discrete time
equivalent of the Fourier transform):

L
FTF(0) = Y hge " = A (@) (@) )
k=0

Here hi(k=0,...,L) is the k-th coefficient of the UIR h, with
time increment At. For sufficiently small levels of perturbation,
the response may be assumed to be linear (and time-invariant).

For identification of the FTF, a CFD simulation (URANS
or LES) of the system under consideration is set up. Once a
statistically steady solution is obtained, the CFD model is excited
with a broadband perturbation superimposed on the mean flow.
At reference position “r” upstream of the flame, (area-averaged)
instantaneous values of axial velocity are exported at each time
increment (a multiple of the CFD time step size). The global heat
release Q is obtained by a volume integration of the heat release
over the computational domain and also exported for subsequent
post-processing.

In URANS, acoustic fluctuations u/. and the corresponding
flame response Q' can be retrieved by simply subtracting the
mean values of flow variables from the “instantaneous” values.
However, in LES it is not straightforward to differentiate bet-
ween acoustic and resolved turbulent fluctuations. In order to
extract acoustic signals from LES time series data, a characteris-
tics based filter (CBF) has been developed by Kopitz et al. [18],
which was used also in this work. The auto-correlation ma-
trix I" and the cross-correlation vector ¢ of the time series data
(u}, 0,),k=0,...,N are then calculated as follows:

1 Y
i ——m— — = fori,j=0,...,.L 3
ij N_L_i_lk:Z‘Z i i ori,j 3y ()
1 N u/ . 24
ciziz#Q—f fori=0,....L )
N—-L+1/54

Here u, stands for u’(t = kAr), the subscript “r”” has been dropped
for ease of notation. Then, the Wiener-Hopf equation, an optimal
linear least square estimator, defined by

Th=c¢ ()

is inverted to obtain the unit impulse response h of the flame.
A flow chart of the CFD/SI method is given in Fig. 1. Note that
although the “unit impulse response” is determined with CFD/SI,
the excitation signal applied to the CFD model is not an impulse,
but a broadband signal. In this way, turbulent signal contributions
are suppressed, and it is possible to obtain the frequency flame
response over a range of frequencies from one single CFD run. A
review of “Dos and Don’ts” for an optimal identification process
is presented in [14].

Flame
z2=0 ,,..-»---»Z\heat release

Excitation 7

e /

_)

{ u', Q' —»L c J—»{ h }H{FTF((O)J
of-:g‘aet szzze Auto-, cross- Unit impulse Frequency
and velocity correlation response response

Figure 1. CFD/SYSTEM IDENTIFICATION FLOW CHART.

Low-order Network Models

Low-order network models allow to quickly analyze a
(thermo-)acoustic system. The analysis is based on the assump-
tion of linear and time-harmonic acoustics, and is carried out in
the frequency domain. The system is represented by a network
of acoustic elements. The acoustic variables u, p’ — or rather the
acoustic waves described in terms of Riemann Invariants f and g
[5] — at the upstream/input (1) and downstream/output ports (d)
of each element are related by the frequency dependent element

transfer matrix T:
Ja\ _ Su
() =70 (%) ©

The output from one element is passed to the input ports of the
next one. Boundary conditions are applied to terminate the sys-
tem. The assembly of the individual transfer matrices yields a
system of equations of the form:

Matrix S 8

of Emf —| " ©)
coefficients S ’ :
&n 0

The characteristic equation Det(S) = 0 is fulfilled for com-
plex eigenfrequencies, ® =yeq+iWinqe € C. With harmonic
time dependence exp(imt), the imaginary part of an eigenfre-
quency indicates whether the corresponding eigenmode grows
or decays over time. The cycle increment (CI) of a mode, i.e. the
relative growth in amplitude per period of the oscillation, may be
defined as [5,19]:

Dimag

Cl=¢ O —1 (8)

With this definition, CI = 0 corresponds to marginal stability.
The real part of the eigenfrequency determines the frequency of
the eigenmode.

In the case of a thermoacoustic problem, the flame must be
incorporated into the system model. The flame is commonly
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Figure 2. LOW-ORDER MODEL OF PREMIX BURNER TEST RIG.

represented by an acoustically “compact” element. That is, its
spatial dimensions are assumed small compared to the acous-
tic wave length. The acoustic variables at the unburnt () and
burnt (d) sides of the heat source then satisfy the linearized
Rankine-Hugoniot relations [5, 19]:

(-2 0)- 2o 89] o

3 / /

1+ (E’l> g/e| (p) Maﬂ(zj - 1) (10)

T, u, /iy, pa), T,
In order to obtain a closed system of equations, the heat release
fluctuations Q' in (9), (10) must be related to the fluctuations in
the acoustic variables #’ and p’ This is achieved by introducing
the FTF from Eq. (1) into Egs. (9) and (10). In general, the
reference location “r”, where the input signal u). is recorded, is
not immediately upstream of the flame at location “u”. Thus, the
flame is represented as a 6-port element in the network, linking
f’s and g’s at positions “u”, “d” and “r”, see Fig. 2.

The eigenfrequency analysis requires to evaluate coefficients
of the system matrix S(®) also for frequencies ® € C away from
the real axis. This requirement is obviously not a problem if
analytical expressions for network elements are known [5]. Also,
it is not a problem for a flame transfer function determined with
CFD/SI, because the argument ® in the z-transform (2) may be
complex-valued, such that from the UIR h the transfer function
FTF(®) may be evaluated anywhere in the complex plane.

However, in experiment the flame transfer function is deter-
mined with harmonic forcing at constant amplitude, i.e. the FTF
is known only for a number of purely real frequencies ®, € R. In
such a situation the FTF at intermediate frequencies is often de-
termined by interpolation between measured values. However,
for stability analysis the FTF is needed for frequencies away
from the real axis. In our experience, extrapolating the FTF from
known values on the real axis into the complex plane leads to
severe errors: growth or decay of oscillation amplitudes are not
properly reflected in the system matrix coefficients, if the imagi-
nary part of the frequency is not taken into account.

To overcome this difficulty with elements that are defined
only for purely real frequencies, it is proposed to first compute

’
U =u,

the UIR by inverse z-transform, and then get corresponding coe-
fficient values for ® € C from forward z-transform. For example,
the UIR of an experimental FTF(®,.,;) would be obtained as:

AT it kAL
h = — FTF (o, Oreal®d for k=0, ...L 11
k p ; ( eal) e or ( )

Turbulent Combustion Modelling

To reduce the complexity of the simulation and the computa-
tional requirements, a classical technique is to apply an averaging
or filtering procedure to the balance equations. In RANS, the ins-
tantaneous balance equations are Reynolds- or Favre-averaged to
describe the evolution of the mean quantities. The effect of tur-
bulent fluctuations in the Reynolds stress term, averaged reaction
rate, etc. must be modeled to close the system. In LES, the large
turbulent scales are calculated explicitly, whereas the effects of
smaller ones are modeled using subgrid closures. To separate the
large from the small scales, LES is based on a filtering operation
considering a filter width. The filter function determines the size
and structure of the small scales [4]. Both averaged or filtered
equations for reacting flows require the modelling of the reaction
source term. In the following, the turbulent combustion models
used in this study are presented.

Dynamically Thickened Flame Model for LES

In LES of turbulent flows, the thickness of a premixed flame
is typically smaller than the mesh size. Due to this, the reaction
source term of the species transport equations needs to be mo-
deled. The idea of the Thickened Flame model, which is based
on an Arrhenius formulation, is to increase the flame thickness
by a factor F (called “thickening factor”) preserving the same la-
minar flame speed as the unthickened flame, allowing to resolve
the flame front on a LES mesh [4,20]. The Thickened Flame
Model applies the thickening in the complete domain. With this,
the diffusion in non-reactive zones will be overestimated by a
factor F. Legier et al. [21] proposed the Dynamically Thickened
Flame Model (DTFM) based on the Thickened Flame Model to
overcome this deficiency. In the DTFM, the thickening factor ¥
is not constant, but approaches a maximum value (F,,,) inside
the reaction zone and unity in non-reactive zones. A “sensor” of
the reactive zone is used to indicate if the thickening should be
applied or not.

Turbulent Flame Closure Model for RANS

In the Turbulent Flame Closure (TFC) combustion model
proposed by Zimont and Lipatnikov [22], the flame front propa-
gation is modeled by solving a transport equation for the density-
weighted mean reaction progress variable ¢:

A(pd) | d(pwe) 9 {D Jc

7(.)[ 76)6,’ = aﬁ)ﬁ o) lax,] +® (12)

Copyright © 2011 by ASME



The reaction rate source term @ and the turbulent burning
velocity U; are modeled as

C_l):punUt|V5‘7 (13)
3 1 =11
U, = AtrcGu"* S92 i 1} (14)

where pun, V&, G, ATEC, Xun» S, u” and I, are the density of the
unburnt mixture, the gradient of the progress variable, the stretch
factor, the model constant equal to 0.52, the thermal diffusivity
on the unburnt side of the flame, the unstrained laminar flame
speed, the turbulent fluctuation and the turbulent length scale,
respectively. A critical strain rate of 8000 s~! was used for cal-
culating the stretch factor.

EXPERIMENTAL SET-UP

A swirl-stabilized “perfectly premixed” burner with an axial
swirl generator mounted on a central bluff body was used in this
study, see Fig. 3. The burner exit has an annular section with
an inner and outer diameter of 16 and 40mm, respectively. The
methane-air mixture enters a plenum followed by the burner with
an axial swirl generator of 30 mm length. The position of the
swirler is 30 mm upstream of the burner exit. The combustion
chamber has a quadratic cross section of 90x90 mm. For FTF
and OH chemiluminescence measurements, a combustor length
of 300mm was used, as it presented stable conditions for different
equivalence ratios and power ratings. With a combustor length
of 700mm, an instability developed. For the stability analysis,
this length was used in combination with a sinter metal plate in
the inlet of the plenum, which corresponds to a hard velocity
inlet. The end of the combustion chamber is equipped with a
perforated plate in all measurements in order to create a low re-
flective acoustic boundary condition. More details about the ex-
perimental set-up and measuring techniques can be found in [13]
and [17].

NUMERICAL SET-UP AND BOUNDARY CONDITIONS

In Fig. 3, the geometry / computational domain of the axial
swirl burner is presented. For URANS and LES, unstructured
meshes with around 1.4 and 7.5 million cells were created, res-
pectively. The plenum of the experimental test rig was not in-
cluded in the computational domain in order to reduce compu-
tation requirements and to impose an excitation signal without
resonance peaks in the power spectral distribution.

For LES, the Finite Volume based LES solver AVBP de-
veloped at CERFACS [16,23] was used; and for the URANS,
ANSYS CEX V12. The fully compressible multi-species Navier-
Stokes equations are solved using a methane-air mixture with an
equivalence ratio of 0.77 at atmospheric conditions for 30kW of
power rating. The numerical set-up is detailed in Table 1.

Combustor

Outlet

Figure 3. SCHEME OF THE NUMERICAL SET-UP OF THE BURNER.

Table 1.  NUMERICAL SET-UP.

URANS LES
Turbulence/Sub- SST [24] WALE [25]
grid model
Spatial/time Second order Second order
Discretization

1.25e-7
DTFM [21] (F=5)

Time step [s] 5e-5

Combustion TFC [22]

model

The use of non-reflective boundary conditions (NRBC) is
highly recommended to avoid the development of resonance
modes, which can degenerate the identification process due to an
ill-conditioned auto-correlation matrix [5]. For the URANS, par-
tially reflecting boundary conditions based on the characteristics-
based formulation of Poinsot and Lele [26] were used. For the
LES, Kaess et al. [27] developed a modified version of the non-
reflecting boundary conditions of Polifke et al. [28], which in
turn are based on [26]. No inflow turbulence was introduced on
the LES. Simulations were carried out considering non-adiabatic
conditions at the combustor walls for correct flame stabiliza-
tion [13, 16]. The non-adiabatic combustor walls and the bluff
body tip are no-slip isothermal walls with a temperature of 600K,
which is estimated from wall temperature measurements per-
formed in another combustor at similar conditions [29]. The
boundary conditions are indicated in Table 2 and shown in Fig.
3.

PRESENTATION AND VALIDATION OF CFD RESULTS
In Fig. 4, a snap shot of the instantaneous reaction rate from
LES and the steady state reaction source term from RANS at the
combustor middle cross plane is shown. Due to the Arrhenius
formulation of the DTFM, heat loss effects on the reaction rate
are captured, resulting in quenching of the reaction in the outer
shear layer. For the RANS, strong reaction is present in the outer
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Table 2. BOUNDARY CONDITIONS

B. Condition = Type Details

Inlet Non-reflec. velocity inlet V=113 m/s
Outlet Non-reflec. pressure outlet ~ P=101325 Pa
Combustor Isothermal no slip wall T=600 K
wall

Tube/swirler ~ Adiabatic no slip wall -

Bluff body tip  Isothermal no slip wall T=600 K

shear layer. The TFC combustion model does not include effects
of heat losses on the reaction source term. Similar behavior was
observed using other RANS combustion models. A enhanced
formulation including the combined effects of heat loss and strain
will be presented in [30], but has not been evaluated in the present
study.

In experiments, heat release is obtained using the line-of-
sight integrated OH Chemiluminescence as indicator. To com-
pare experiments with simulations, the averaged heat release
from CFD was integrated over the depth of the combustion cham-
ber, in order to determine the distribution in correspondence to
the line-of-sight integrated view. The averaging interval for the
LES was 87.5 ms. In Fig. 5, the normalized (with its maximum
value) spatial distribution of OH chemiluminescence and heat re-
lease from experiments and simulations, respectively, are shown.
Good agreement was found between LES and experiments due to
the correct flame stabilization predicted in the simulations [13].
In Fig. 6, the axial heat release distributions from experiment
and simulations are shown. The values are normalized taking
into account that the area of the distribution from experiments
and simulations should be the same, because the same amount
of fuel is burnt in both cases. For the LES, good agreement was
achieved, but with a slight difference in the position of the ma-
ximum heat release. The RANS underpredicts flame length due
to the incorrect flame stabilization, presenting significant reac-
tion in both shear layers. The intense reaction close to the burner
exit in the RANS simulations is because the reaction source term
of the TFC model is proportional to the gradient of the progress
variable, which is large in the shear layers. The flame lengths
(Ir), computed as the position of the maximum heat release, were
40.3, 45 and 25 mm, for the experiments, LES and URANS,
respectively. Flow field measurements were not performed at
this power rating, but a comparison for other power rating bet-
ween LES and experiments is shown in [13]. Comparing the
axial velocity from LES and RANS with reacting flow, the LES
presents a shorter and wider inner recirculation zone than the
RANS. Additionally, the inner recirculation zone in the LES ex-
tends slightly inside the burner.

lka/m3s] 20 140 260 380

@ e BN | () e

lkg/m3s] 50 200 350 500

Figure 4. DISTRIBUTION OF REACTION RATE IN COMBUSTOR
MIDDLE CROSS PLANE (SEE FIG. 3). LEFT: SNAP SHOT OF INSTAN-
TANEOUS FROM LES. RIGHT: STEADY STATE SOURCE TERM FROM
RANS. ZERO MEAN AXIAL VELOCITY ISOLINES IN BLACK.
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Figure 5. NORMALIZED SPATIAL DISTRIBUTION OF HEAT RE-
LEASE: (a) OH* FROM EXPERIMENTS, (b) AVERAGED LES AND (c)
RANS. LINE-OF-SIGHT INTEGRATED HEAT RELEASE. DUMP PLANE
OF COMBUSTOR AT AXIAL POSITION=0m.

Comparison of Flame Transfer Functions

The simulations were excited at the inlet by perturbations
on the characteristic ingoing wave with a broadband frequency-
limited (1 kHz) discrete random binary signal [11] and an am-
plitude of 9.5% of the mean inlet velocity. The excitation ampli-
tude was increased compared to the one applied in [13] (6.5%)
to increase the signal-to-noise ratio, which improves the iden-
tification process. The flame response is still considered linear
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Figure 6. AREA NORMALIZED AXIAL HEAT RELEASE DISTRIBU-
TION.

for this amplitude [8]. The identification accuracy can be affec-
ted if the signals are influenced by strong levels of noise (e.g.,
from strong turbulence fluctuations) as shown in [13] and [19].
The simulation for all cases was run for 350 ms in real time (2.8
million and 7000 iterations for the LES and URANS, respec-
tively). The acoustic velocity fluctuations were obtained 7 cm
upstream of the burner exit. For the identification process, the
first 25ms were not taken into account as they were conside-
red as a transition period. The signals were then filtered to re-
move frequency content higher than 600Hz. In Fig. 7, the FTFs
from experiments, LES/SI and URANS/SI are presented. All of
them present amplitudes with a local maximum in gain above
unity, followed by a decrease at higher frequencies. Good agree-
ment was found between experiments and LES in amplitude and
phase for frequencies lower than 200Hz. In LES, the resolved
turbulent fluctuations result in a low signal-to-noise ratio for the
higher frequencies, where the coherent flame response is weak as
shown in [13]. The FTF identified with URANS presents similar
characteristics as the FTFs from LES and experiment, but with a
smaller maximum amplitude and with some modulations in the
phase. The phase from URANS simulations is smaller than the
one from experiments and LES, because the flame stabilizes in
both shear layers, creating a shorter flame and reducing the time-
lag responses of the flame to the different perturbations (mainly
from mass flow and swirl number fluctuations [7,9,13,17]). The
phase error from URANS increases with frequency, increasing
the discrepancies with respect to the experimental FTF. At higher
frequencies, the URANS captured the “trend” of the experimen-
tal FTF somewhat better than LES. In URANS, signal-to-noise
ratios are expected to be higher than in LES because turbulent
fluctuations are not resolved. Nevertheless, the flame dynamics
are better described using LES. There is a compromise between
accuracy and computational time using URANS and LES. This
might be reduced with the development of better combustion and
turbulence models for URANS that can reproduce more accu-
rately the flame characteristics (stabilization, length, etc.) and
flow field. An evaluation using the two time-lag model from [17]
has shown that the convective time lags from the mass flow fluc-
tuations, defined by the ratio between the position of maximum

heat release of the flame and a reference velocity representing
the convective velocity of the perturbation along the shear layer,
are 28.5 [13], 32.5 and 19ms for the FTF from experiments, LES
and URANS, respectively. This agrees with the different flame
lengths from experiments and simulations.

Confidence Analysis

The quantitative determination of measurement error for the
FTF is complicated, because a long sequence of post-processing
steps stands between the raw data and the final result. This is
also true for CFD/SI based error estimates. Nevertheless, two
methods were developed to analyze the statistics of the acquired
data from simulations and experiments and determine associated
standard deviations. For the simulations, a method based on
bootstrapping [31] was used. The idea is to create artificial new
data by randomly drawing elements from the original data set.
Some elements will be chosen more than once. The procedure is
repeated around 1000 times and statistical distributions of ampli-
tude and phase are obtained. Standard deviations are computed
from the distributions, indicating a measure of the deviation of
the FTF identification by different levels of noise in the signal.
In our case, this random process must be done to the correlation
pairs obtained from Eq. (3) and (4), because they keep the co-
rrelation information between our original signals and responses.
This procedure gives us a level of confidence that if the identifi-
cation would have been repeated with another signal, the results
would be between this range. For the experiments, the data was
taken with a frequency of 10kHz for a total time of 40s for each
single frequency. Then, multiple sequences of 15s from this data
(e.g., the first interval from O to 15s, the next from 0.05 to 15.05
s, until 40 s) are created, and by a Fast Fourier Transform (FFT),
statistical distributions of amplitude and phase are computed for
each frequency. The standard deviation indicates possible devi-
ations created by noise included in the acquired data. The devi-
ation percentage as the standard deviation over the mean of the
amplitude of the FTF is shown in Fig. 7. Deviations lower than
2% are mostly found in the data. The LES presents increased de-
viations for frequencies higher than 300Hz, indicating a higher
influence of noise at that frequencies.

Stability Analysis

A final step after the identification of the FTFs is the stabi-
lity analysis. Results of both LES and URANS show qualitative
agreement with the experiments. But, how significant are quan-
titatively these discrepancies? To look at the impact of the dis-
crepancies in the identified FTFs on predicting stability limits,
a stability analysis was carried out with the network model tool
“taX” [6] developed at TU Munich to evaluate and compare their
eigenfrequencies and growth rates. The different elements are
shown in Fig. 2 and their description is presented in Table 3.
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Figure 7. FLAME TRANSFER FUNCTION. TOP: CONFIDENCE ANA-
LYSIS INCLUDING A HISTOGRAM OF AMPLITUDES FROM LES AT
100HZ FOR 1000 SEQUENCES

In experiments, an unstable eigenfrequency was found at
101.3Hz with a combustor length of 700 mm. There is uncer-
tainty about the boundary conditions (reflection coefficients) of
the experiments. For the stability analysis, the reflection coeffi-
cients measured by Alemela (in [32]) in a similar cross section
combustor and perforated plate, but with another swirl burner,
power rating (50kW) and equivalence ratio (0.735) were used,
see Fig. 8
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Figure 8. DOWNSTREAM REFLECTION COEFFICIENT USED IN
NETWORK MODEL

One of the central aims of the paper is to evaluate the sensiti-
vity of eigenfrequencies and cycle increments against slight di-
fferences in FTFs. For such comparative analysis, the length of
the combustor on the network model (/.,,,») was changed from
0.7 to 1 m in steps of 0.1 m keeping the same boundary con-
ditions for all cases. After that, the eigenfrequencies and the

Table 3. NETWORK MODEL.

Name Details
u'=0, R=1, T=293 K
[=0.17 m, T=293 K

Closed end
Plenum

Compact element with losses [5],
A;=0.031416 m?, A ;= 0.001056 m>

[1=0.11 m, [,=0.025 m and [3=0.045 m.

Area change 1

Tube 1, 2 and 3

T=293 K

Swirler Swirler Transfer Matrix identified using
LES/SI

Area change 2 Compact element with losses [5],
A;=0.001056 m? A ;= 0.0081 m?

Combustor 1 I=ly, T=293 K

Flame Transfer Matrix model nTauPhi in [6]

Combustor 2 I=leomp - 1y ,T=1930 K

Reflection coefficient from Fig. 8.
T=1930 K

Reflective end

growth rates were compared for the different lengths. A similar
procedure was done experimentally and for network models by
Kim et al. [8] to analyze the instability of the system and ob-
tain eigenfrequencies. In Fig. 9, the eigenfrequencies obtained
with the network model for the different combustor lengths are
presented. 3 modes are observed : Mode (a) - produced by a
Helmholtz resonance of the plenum and the connecting tube,
Mode (b) - produced by the flame dynamics, and Mode (c) -
corresponding to the 1/4 wave mode of the combustor, and de-
creasing with combustor length. The eigenfrequencies of modes
(a) and (c) do not depend in a sensitive manner on the FTFs, as
they are governed by the acoustics of the system.

Mode (b) is in the frequency range, where instabiliy was
observed in experiment, and where the FTFs show their maxi-
mum amplitude. For this mode, the phase difference between
the experiment and simulation is around +7/8 rad at 100 Hz.
This is due to the differences in flame length, resulting in corre-
sponding changes in eigenfrequencies. The trend of the eigen-
frequencies is in agreement with the different flame lengths of
the three cases. The flame length is an important parameter in
determining self-excited eigenfrequencies [8]. Of course, more
interesting in the stability analysis is to know if the eigenmode
is stable or unstable. This is evaluated by the cycle increment
(CI). As the unstable eigenfrequency from the experiment was
found for mode (b), only the ClIs for this zone are presented. The
mode is strongly damped for (a), and marginally unstable modes
for some lengths were observed in (c). In Fig. 10, the CIs for
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zone (b) with different combustor lengths are presented. The Cls
using the FTF from experiments and LES are quite similar and
are unstable for all evaluated combustor lengths. The CIs using
the URANS FTF are much lower than the ones using the experi-
mental FTF. The system becomes mainly unstable from L
higher than 1m. The good agreement between stability condi-
tions using the FTFs from LES and experiments is because they
present slight differences in the amplitude of the FTF. An ampli-
tude in the FTF higher than 1 represents that the flame acts as an
amplifier [10]. If the amplitude is increased, this effect will also
increase. The amplitudes of the FTF from URANS are lower
in the frequency range of the instability, resulting in lower cy-
cle increments as shown in Fig. 10. This indicates the necessity
of a correct identification of the amplitude of the FTF to predict
growth rates, which was achieved only using LES.

CONCLUSIONS

URANS and LES of turbulent reacting flow were carried
out in order to identify the flame transfer function (FTF) of a
premixed swirl burner. Results for flame transfer functions and
combustor stability were validated against experiment. The im-
pact of inaccuracies in FTF prediction on frequencies and cycle
increments of thermoacoustic eigenmodes was assessed with a
low order model. Comparing the heat release distribution with
experiment, LES presents good agreement, with only a slight di-
fference in the position of the maximum heat release. URANS
results obtained with the TFC combustion model predict a shorter
flame, due to an unphysical flame stabilization pattern with in-
tense reaction in the two shear layers between the annular jet of
premixture, and the inner and outer recirculation zones, respec-
tively.

For the LES-based FTF, good quantitative agreement with
experiment was achieved, in particular for frequencies below 200
Hz. The FTFs from URANS present characteristics that are qua-
litatively similar to LES and experiment, but with reduced ma-
ximum amplitude and phase lag. The latter is related to the un-
derpredicted flame length. Stability analysis of the test rig with
the low-order taX model indicates that even small differences in
predicted FTF may have a significant impact on growth rates.
Stability behavior in agreement with experimental observation
was obtained only with the LES-based FTF. This emphasizes the
need for highly accurate turbulent combustion models when pre-
dicting flame dynamics and its impact on thermoacoustic com-
bustion stability.
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